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1. Specification
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

2. Introduction to MPLS

Thi s docunent specifies the architecture for Miltiprotocol Labe
Swi t ching (MPLS).

Note that the use of MPLS for nulticast is left for further study.
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2.1. Overview

As a packet of a connectionless network | ayer protocol travels from
one router to the next, each router makes an i ndependent forwarding
decision for that packet. That is, each router analyzes the packet’s
header, and each router runs a network layer routing algorithm Each
router independently chooses a next hop for the packet, based on its
anal ysis of the packet’'s header and the results of running the
routing al gorithm

Packet headers contain considerably nore information than i s needed
simply to choose the next hop. Choosing the next hop can therefore
be thought of as the conposition of two functions. The first
function partitions the entire set of possible packets into a set of
"Forwar di ng Equi val ence O asses (FECs)". The second nmaps each FEC to
a next hop. Insofar as the forwarding decision is concerned,

di fferent packets which get mapped into the same FEC are

i ndi stinguishable. Al packets which belong to a particular FEC and
which travel froma particular node will follow the sane path (or if
certain kinds of multi-path routing are in use, they will all follow
one of a set of paths associated with the FEC

In conventional IP forwarding, a particular router will typically
consider two packets to be in the sanme FEC if there is sone address
prefix X in that router’s routing tables such that X is the "l ongest
mat ch" for each packet’s destination address. As the packet
traverses the network, each hop in turn reexam nes the packet and
assigns it to a FEC

In MPLS, the assignnment of a particular packet to a particular FECis
done just once, as the packet enters the network. The FEC to which

t he packet is assigned is encoded as a short fixed |l ength val ue known
as a "label". When a packet is forwarded to its next hop, the |abe
is sent along with it; that is, the packets are "l abel ed" before they
are forwarded.

At subsequent hops, there is no further analysis of the packet’'s
network | ayer header. Rather, the label is used as an index into a

tabl e which specifies the next hop, and a new |l abel. The old |abe
is replaced with the new | abel, and the packet is forwarded to its
next hop.

In the MPLS forwardi ng paradigm once a packet is assigned to a FEC
no further header analysis is done by subsequent routers; all
forwarding is driven by the labels. This has a nunber of advantages
over conventional network |ayer forwarding.
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- MPLS forwardi ng can be done by swi tches which are capabl e of
doi ng | abel | ookup and replacenent, but are either not capable
of analyzing the network | ayer headers, or are not capabl e of
anal yzi ng the network | ayer headers at adequate speed.

- Since a packet is assigned to a FEC when it enters the network,
the ingress router nay use, in determning the assignnent, any
information it has about the packet, even if that information
cannot be gl eaned fromthe network | ayer header. For exanple,
packets arriving on different ports may be assigned to
different FECs. Conventional forwarding, on the other hand,
can only consider information which travels with the packet in
t he packet header.

- A packet that enters the network at a particular router can be
| abel ed differently than the sanme packet entering the network
at a different router, and as a result forwardi ng decisions
that depend on the ingress router can be easily nade. This
cannot be done with conventional forwarding, since the identity
of a packet’s ingress router does not travel with the packet.

- The considerations that determ ne how a packet is assigned to a
FEC can becone ever nore and nore conplicated, w thout any
impact at all on the routers that nerely forward | abel ed
packets.

- Sometines it is desirable to force a packet to follow a
particular route which is explicitly chosen at or before the
time the packet enters the network, rather than being chosen by
the nornmal dynanmic routing algorithmas the packet travels
through the network. This nay be done as a matter of policy,

or to support traffic engineering. |In conventional forwarding,
this requires the packet to carry an encoding of its route
along with it ("source routing"). In MPLS, a |abel can be used

to represent the route, so that the identity of the explicit
route need not be carried with the packet.

Some routers anal yze a packet’s network | ayer header not nerely to
choose t he packet’s next hop, but also to deternine a packet’s
"precedence" or "class of service". They may then apply different

di scard thresholds or scheduling disciplines to different packets.
MPLS al |l ows (but does not require) the precedence or class of service
to be fully or partially inferred fromthe label. 1In this case, one
may say that the | abel represents the conbination of a FEC and a
precedence or class of service.
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MPLS stands for "Miltiprotocol"” Label Switching, nultiprotoco
because its techniques are applicable to ANY network | ayer protocol
In this docunent, however, we focus on the use of IP as the network
| ayer protocol.

A router which supports MPLS is known as a "Label Sw tching Router"
or LSR

2.2. Termnol ogy

This section gives a general conceptual overview of the terns used in
this docunent. Sonme of these terns are nore precisely defined in
| ater sections of the docunent.

DLCI a | abel used in Franme Relay networks to
identify frame relay circuits

forwardi ng equi val ence cl ass a group of |IP packets which are
forwarded in the sane nanner (e.g.
over the same path, with the same
forwarding treatnent)

franme nerge | abel nerging, when it is applied to
operation over frane based nedia, so
that the potential problemof cel
interleave is not an issue.

| abel a short fixed length physically
contiguous identifier which is used to
identify a FEC, usually of |oca
significance

| abel rmerging the replacenent of nultiple inconing
| abel s for a particular FEC with a
si ngl e out goi ng | abel

| abel swap t he basic forwarding operation
consi sting of |ooking up an inconing
| abel to determ ne the outgoing |abel
encapsul ati on, port, and other data
handl i ng i nformati on.

| abel swappi ng a forwardi ng paradi gm al | owi ng
stream i ned forwardi ng of data by using
| abel s to identify classes of data
packets which are treated
i ndi stingui shably when forwarding.
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| abel

| abel

| abel

| ayer

| ayer
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swi tched hop

swi tched path

swi tching router

| oop detection

| oop prevention

| abel

st ack

nmer ge point

MPLS donai n

MPLS edge node

Rosen, et al

the hop between two MPLS nodes, on which
forwarding i s done using |abels.

The path through one or nore LSRs at one
| evel of the hierarchy followed by a
packets in a particular FEC

an MPLS node which is capabl e of
forwardi ng native L3 packets

the protocol |ayer under |ayer 3 (which
therefore offers the services used by

| ayer 3). Forwarding, when done by the
swappi ng of short fixed |length |abels,
occurs at layer 2 regardl ess of whether
the | abel being exam ned is an ATM
VPI/VCl, a frame relay DLCI, or an MPLS
| abel .

the protocol layer at which IP and its
associ ated routing protocols operate
link |ayer synonynous with |ayer 2

a nmet hod of dealing with |oops in which
| oops are allowed to be set up, and data
may be transmitted over the | oop, but
the loop is later detected

a method of dealing with | oops in which
data is never transnmitted over a | oop

an ordered set of |abels
a node at which |label nerging is done

a contiguous set of nodes which operate
MPLS routing and forwardi ng and which
are also in one Routing or

Admi ni strative Donmain

an MPLS node that connects an MPLS
domain with a node which is outside of
t he domain, either because it does not
run MPLS, and/or because it is in a
different domain. Note that if an LSR
has a nei ghboring host which is not
runni ng MPLS, that that LSR is an MPLS
edge node.
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MPLS egress node

MPLS i ngress node

MPLS | abel

MPLS node

Mul ti Protocol Labe

network | ayer
stack
swi tched path

virtual circuit

VC nerge

VP nerge
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an MPLS edge node in its role in
handling traffic as it | eaves an MPLS
donai n

an MPLS edge node in its role in
handling traffic as it enters an MPLS
donai n

a |l abel which is carried in a packet
header, and which represents the
packet’ s FEC

a node which is running MPLS. An MPLS
node will be aware of MPLS contro
protocols, will operate one or nore L3
routing protocols, and will be capabl e
of forwardi ng packets based on | abel s.
An MPLS node may optionally be al so
capabl e of forwarding native L3 packets.

Switching an | ETF working group and the

effort associated with the working
group

synonynous with |layer 3
synonynous with | abel stack
synonynous with | abel sw tched path

a circuit used by a connection-oriented
| ayer 2 technol ogy such as ATM or Frane
Rel ay, requiring the maintenance of
state information in layer 2 swtches.

| abel nerging where the MPLS | abel is
carried in the ATMVCl field (or
conbined VPI/VCl field), so as to allow
multiple VCs to merge into one single VC

| abel nerging where the MPLS | abel is
carried din the ATMVPI field, so as to
allow nultiple VPs to be nerged into one
single VP. In this case tw cells would
have the sane VCl value only if they
originated fromthe sane node. This
allows cells fromdifferent sources to
be di stingui shed via the VC
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VPI / VCI a |l abel used in ATM networks to identify
circuits

2.3. Acronynms and Abbreviations

ATM Asynchronous Transfer Mde
BGP Border Gateway Protoco

DLCI Data Link Grcuit Identifier
FEC Forwar di ng Equi val ence d ass
FTN FEC to NHLFE Map

| GP Interior Gateway Protocol

I LM I ncom ng Label Map

| P I nt ernet Protocol

LDP Label Distribution Protoco

L2 Layer 2 L3 Layer 3
LSP Label Switched Path

LSR Label Switching Router

MPLS Mul ti Protocol Label Switching
NHLFE Next Hop Label Forwarding Entry
SvC Switched Virtual Crcuit

SVP Swi tched Virtual Path

TTL Ti me- To- Li ve

VC Virtual Grecuit

VvCl Virtual Grcuit Identifier

VP Virtual Path

VPI Virtual Path ldentifier

2. 4. Acknow edgnent s

The ideas and text in this docunent have been collected from a nunber
of sources and conmments received. W would |ike to thank Rick
Boi vi e, Paul Dool an, Nancy Fel dman, Yakov Rekhter, Vijay Srinivasan
and George Swal low for their inputs and ideas.

3. MPLS Basics

In this section, we introduce sone of the basic concepts of MPLS and
descri be the general approach to be used.

3.1. Labels
A label is a short, fixed length, locally significant identifier
which is used to identify a FEC. The | abel which is put on a

particul ar packet represents the Forwardi ng Equi val ence Class to
whi ch that packet is assigned.
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Most comonly, a packet is assigned to a FEC based (conpletely or
partially) on its network |layer destination address. However, the
| abel is never an encoding of that address.

If Ru and Rd are LSRs, they may agree that when Ru transmts a packet
to Rd, Ru will label with packet with I abel value L if and only if
the packet is a nenber of a particular FEC F. That is, they can
agree to a "binding" between |abel L and FEC F for packets noving
fromRu to Rd. As a result of such an agreenent, L becones Ru's
"outgoing | abel" representing FEC F, and L beconmes Rd’s "incom ng

| abel " representing FEC F.

Note that L does not necessarily represent FEC F for any packets
ot her than those which are being sent fromRu to Rd. L is an
arbitrary value whose binding to Fis local to Ru and Rd.

When we speak above of packets "being sent” fromRu to Rd, we do not
inply either that the packet originated at Ru or that its destination
is Rd. Rather, we nean to include packets which are "transit
packets" at one or both of the LSRs.

Sometines it may be difficult or even inpossible for Rd to tell, of
an arriving packet carrying | abel L, that the | abel L was placed in
the packet by Ru, rather than by some other LSR. (This wll
typically be the case when Ru and Rd are not direct neighbors.) In
such cases, Rd nust make sure that the binding fromlabel to FECis
one-to-one. That is, Rd MUST NOT agree with Rul to bind L to FEC F1,
whil e al so agreeing with some other LSR Ru2 to bind L to a different
FEC F2, UNLESS Rd can always tell, when it receives a packet with

i ncom ng |abel L, whether the | abel was put on the packet by Rul or
whether it was put on by Ru2.

It is the responsibility of each LSR to ensure that it can uniquely
interpret its inconing |abels.

3.2. Upstream and Downstream LSRs

Suppose Ru and Rd have agreed to bind label L to FEC F, for packets
sent fromRu to Rd. Then with respect to this binding, Ru is the
"upstream LSR', and Rd is the "downstream LSR'

To say that one node is upstreamand one is downstreamw th respect
to a given binding neans only that a particular |abel represents a
particular FEC in packets travelling fromthe upstream node to the
downstream node. This is NOT neant to inply that packets in that FEC
woul d actually be routed fromthe upstream node to the downstream
node.
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3. 3. Label ed Packet

A "l abel ed packet" is a packet into which a |abel has been encoded.
In sone cases, the | abel resides in an encapsul ati on header which
exists specifically for this purpose. |In other cases, the |abel may
reside in an existing data link or network | ayer header, as |long as
there is a field which is available for that purpose. The particular
encodi ng technique to be used nust be agreed to by both the entity
whi ch encodes the | abel and the entity which decodes the | abel

3.4. Label Assignnent and Distribution

In the MPLS architecture, the decision to bind a particular |abel L
to a particular FEC F is nmade by the LSR which is DOMSTREAM wi t h
respect to that binding. The downstream LSR then infornms the
upstream LSR of the binding. Thus |abels are "downstream assi gned"
and | abel bindings are distributed in the "downstreamto upstreant
direction.

If an LSR has been designed so that it can only | ook up |abels that
fall into a certain nuneric range, then it nmerely needs to ensure
that it only binds labels that are in that range.

3.5. Attributes of a Label Binding

A particular binding of label L to FEC F, distributed by Rd to Ru,
may have associated "attributes". |If Ru, acting as a downstream LSR
al so distributes a binding of a label to FEC F, then under certain
conditions, it may be required to also distribute the corresponding
attribute that it received from Rd.

3.6. Label Distribution Protocols

A label distribution protocol is a set of procedures by which one LSR
i nfornms another of the | abel/FEC bindings it has made. Two LSRs
which use a label distribution protocol to exchange | abel/FEC bi ndi ng
informati on are known as "l abel distribution peers" with respect to
the binding information they exchange. |f two LSRs are | abe
distribution peers, we will speak of there being a "l abe

di stribution adjacency" between them

(N.B.: two LSRs nmay be | abel distribution peers with respect to sone
set of bindings, but not with respect to sone other set of bindings.)

The | abel distribution protocol al so enconpasses any negotiations in

which two | abel distribution peers need to engage in order to |learn
of each other’s MPLS capabilities.
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THE ARCHI TECTURE DOES NOT ASSUME THAT THERE IS ONLY A SI NGLE LABEL
DI STRI BUTI ON PROTOCCL. In fact, a nunber of different |abe

di stribution protocols are being standardi zed. Existing protocols
have been extended so that |abel distribution can be piggybacked on
them (see, e.g., [MPLS-BGP], [ MPLS-RSVP-TUNNELS]). New protocols
have al so been defined for the explicit purpose of distributing

| abel s (see, e.g., [MPLS-LDP], [MPLS-CR-LDP].

In this docunent, we try to use the acronym "LDP" to refer
specifically to the protocol defined in [ MPLS-LDP]; when speaking of
| abel distribution protocols in general, we try to avoid the acronym

3.7. Unsolicited Downstream vs. Downstream on- Demand

The MPLS architecture allows an LSR to explicitly request, fromits
next hop for a particular FEC, a |label binding for that FEC. This is
known as "downstream on-demand” |abel distribution

The MPLS architecture also allows an LSR to distribute bindings to
LSRs that have not explicitly requested them This is known as
"unsolicited downstreant |abel distribution

It is expected that some MPLS inplenmentations will provide only
downst ream on-demand | abel distribution, and sonme will provide only
unsol i cited downstream | abel distribution, and sone will provide
both. Wich is provided may depend on the characteristics of the

i nterfaces which are supported by a particul ar inplenentation.
However, both of these |abel distribution techniques may be used in
the sane network at the sanme tinme. On any given |abel distribution
adj acency, the upstream LSR and the downstream LSR nust agree on
whi ch technique is to be used.

3.8. Label Retention Mde
An LSR Ru may receive (or have received) a | abel binding for a
particular FEC froman LSR Rd, even though Rd is not Ru’'s next hop
(or is no longer Ru's next hop) for that FEC.

Ru then has the choice of whether to keep track of such bindings, or

whet her to discard such bindings. |If Ru keeps track of such
bi ndings, then it may inmedi ately begin using the binding again if Rd
eventual ly becones its next hop for the FEC in question. |[|f Ru

di scards such bindings, then if Rd | ater becones the next hop, the
binding will have to be reacquired
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If an LSR supports "Liberal Label Retention Mde", it maintains the
bi ndi ngs between a | abel and a FEC which are received fromLSRs which
are not its next hop for that FEC. If an LSR supports "Conservative

Label Retention Mde", it discards such bindings.

Li beral |abel retention node allows for quicker adaptation to routing
changes, but conservative |abel retention node though requires an LSR
to maintain many fewer |abels.

3.9. The Label Stack

So far, we have spoken as if a | abel ed packet carries only a single

| abel. As we shall see, it is useful to have a nore general nodel in
whi ch a | abel ed packet carries a nunber of |abels, organized as a
last-in, first-out stack. W refer to this as a "label stack".

Al t hough, as we shall see, MPLS supports a hierarchy, the processing
of a | abel ed packet is conpletely independent of the |evel of

hi erarchy. The processing is always based on the top | abel, without
regard for the possibility that some nunber of other |abels may have
been "above it" in the past, or that sonme nunber of other |abels may
be below it at present.

An unl abel ed packet can be thought of as a packet whose | abel stack
is enpty (i.e., whose |abel stack has depth 0).

If a packet’'s label stack is of depth m we refer to the |abel at the
bottom of the stack as the level 1 label, to the | abel above it (if
such exists) as the level 2 label, and to the | abel at the top of the
stack as the level ml abel

The utility of the |label stack will becone clear when we introduce
the notion of LSP Tunnel and the MPLS Hierarchy (section 3.27).

3.10. The Next Hop Label Forwarding Entry ( NHLFE)

The "Next Hop Label Forwarding Entry" (NHLFE) is used when forwarding
a | abel ed packet. It contains the follow ng infornmation:

1. the packet’s next hop

2. the operation to performon the packet’'s | abel stack; this is one
of the foll ow ng operations:

a) replace the Iabel at the top of the |label stack with a
speci fi ed new | abel

b) pop the | abel stack
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c) replace the label at the top of the |abel stack with a
specified new | abel, and then push one or nore specified new
| abel s onto the |abel stack.

It may al so contain:
d) the data |ink encapsulation to use when transmitting the packet
e) the way to encode the | abel stack when transnmitting the packet

f) any other information needed in order to properly dispose of
t he packet.

Note that at a given LSR, the packet’'s "next hop" night be that LSR
itself. In this case, the LSR would need to pop the top | evel | abel
and then "forward" the resulting packet to itself. It would then
make anot her forwardi ng decision, based on what remmins after the

| abel stacked is popped. This may still be a | abel ed packet, or it
may be the native |IP packet.

This inplies that in some cases the LSR nay need to operate on the IP
header in order to forward the packet.

If the packet’s "next hop" is the current LSR, then the |abel stack
operation MJST be to "pop the stack"

3.11. Inconing Label Map (ILM

The "I ncom ng Label Map" (ILM maps each incomng |abel to a set of
NHLFEs. It is used when forwardi ng packets that arrive as |abel ed
packets.

If the ILM maps a particular label to a set of NHLFEs that contains
nmore than one el enent, exactly one elenent of the set nust be chosen
before the packet is forwarded. The procedures for choosing an

el ement fromthe set are beyond the scope of this docunment. Having
the ILMmap a label to a set containing nore than one NHLFE may be
useful if, e.g., it is desired to do | oad bal ancing over multiple
equal - cost paths

3.12. FEC-to-NHLFE Map (FTN)
The "FEC-to-NHLFE" (FTN) maps each FEC to a set of NHLFEs. It is

used when forwardi ng packets that arrive unlabel ed, but which are to
be | abel ed before being forwarded.
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If the FTN maps a particular label to a set of NHLFEs that contains
nore than one el enent, exactly one el enent of the set nust be chosen
before the packet is forwarded. The procedures for choosing an

el ement fromthe set are beyond the scope of this docunment. Having
the FTN map a label to a set containing nore than one NHLFE may be
useful if, e.g., it is desired to do |oad bal ancing over nultiple
equal - cost paths

3.13. Label Swapping

Label swapping is the use of the follow ng procedures to forward a
packet .

In order to forward a | abel ed packet, a LSR exami nes the |abel at the
top of the label stack. It uses the ILMto map this |label to an
NHLFE. Using the information in the NHLFE, it determ nes where to
forward the packet, and perfornms an operation on the packet’s |abe
stack. It then encodes the new | abel stack into the packet, and
forwards the result.

In order to forward an unl abel ed packet, a LSR anal yzes the network

| ayer header, to determne the packet’s FEC. It then uses the FTN to
map this to an NHLFE. Using the information in the NHLFE, it

determ nes where to forward the packet, and perforns an operation on

the packet’s |abel stack. (Popping the |abel stack woul d, of course,
be illegal in this case.) It then encodes the new | abel stack into

t he packet, and forwards the result.

IT 1S I MPORTANT TO NOTE THAT WHEN LABEL SWAPPING | S I N USE, THE NEXT
HOP | S ALWAYS TAKEN FROM THE NHLFE; THI S MAY I N SOVE CASES BE
DI FFERENT FROM VWHAT THE NEXT HOP WOULD BE | F MPLS WERE NOT | N USE.

3.14. Scope and Uni queness of Labels

A given LSR Rd may bind | abel L1 to FEC F, and distribute that
binding to |l abel distribution peer Rul. Rd nay also bind label L2 to
FEC F, and distribute that binding to | abel distribution peer Ru2.
Whether or not L1 == L2 is not determined by the architecture; this
is alocal matter.

A given LSR Rd may bind label L to FEC F1, and distribute that
binding to |l abel distribution peer Rul. Rd nmay also bind label L to
FEC F2, and distribute that binding to | abel distribution peer Ru2.
IF (AND ONLY I F) RD CAN TELL, WHEN | T RECEI VES A PACKET WHOSE TOP
LABEL IS L, WHETHER THE LABEL WAS PUT THERE BY RUL COR BY RU2, THEN
THE ARCH TECTURE DOES NOT REQUI RE THAT F1 == F2. In such cases, we
may say that Rd is using a different "l abel space"” for the labels it
distributes to Rul than for the labels it distributes to Ru2.
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In general, Rd can only tell whether it was Rul or Ru2 that put the
particul ar |abel value L at the top of the |abel stack if the
foll owi ng conditions hold:

- Rul and Ru2 are the only I abel distribution peers to which Rd
di stributed a binding of |abel value L, and

- Rul and Ru2 are each directly connected to Rd via a point-to-
poi nt interface.

When these conditions hold, an LSR may use | abels that have "per
interface" scope, i.e., which are only unique per interface. W nmay
say that the LSRis using a "per-interface | abel space". Wen these
condi tions do not hold, the | abels nmust be unique over the LSR which
has assigned them and we nmay say that the LSR is using a "per-

pl atform | abel space."

If a particular LSR Rd is attached to a particular LSR Ru over two
point-to-point interfaces, then Rd may distribute to Ru a binding of
label L to FEC F1, as well as a binding of label L to FEC F2, F1 !=
F2, if and only if each binding is valid only for packets which Ru
sends to Rd over a particular one of the interfaces. 1In all other
cases, Rd MJST NOT distribute to Ru bindings of the sane | abel val ue
to two different FECs.

This prohibition holds even if the bindings are regarded as being at
different "levels of hierarchy". In MPLS, there is no notion of
having a different |abel space for different |evels of the hierarchy;
when interpreting a label, the level of the label is irrelevant.

The question arises as to whether it is possible for an LSR to use
nmul tiple per-platform|abel spaces, or to use multiple per-interface
| abel spaces for the sane interface. This is not prohibited by the
architecture. However, in such cases the LSR nust have sone neans,
not specified by the architecture, of determning, for a particular

i ncom ng | abel, which | abel space that |abel belongs to. For
exanple, [MPLS-SH M specifies that a different |abel space is used
for unicast packets than for nulticast packets, and uses a data |ink
| ayer codepoint to distinguish the two | abel spaces.

3.15. Label Switched Path (LSP), LSP Ingress, LSP Egress

A "Label Switched Path (LSP) of level nmf for a particular packet Pis
a sequence of routers,

<R1, ..., Rn>

with the follow ng properties:
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R1, the "LSP Ingress", is an LSR which pushes a | abel onto P's
| abel stack, resulting in a | abel stack of depth m

For all i, 1<i<n, P has a | abel stack of depth m when received
by LSR Ri ;

At notine during PPs transit fromRlL to Rin-1] does its |abel
stack ever have a depth of |less than m

For all i, 1<i<n: R transmts P to Ri+1] by nmeans of MPLS,
i.e., by using the label at the top of the |label stack (the
Il evel mlabel) as an index into an | LM

For all i, 1<i<n: if a system S receives and forwards P after P
is transnmitted by R but before Pis received by Ri+1] (e.g.

Ri and R[i+1] might be connected via a switched data |ink
subnetwork, and S mi ght be one of the data |ink switches), then
S's forwardi ng decision is not based on the | evel mlabel, or
on the network | ayer header. This nmay be because:

a) the decision is not based on the | abel stack or the network
| ayer header at all;

b) the decision is based on a | abel stack on which additiona
| abel s have been pushed (i.e., on a |evel mtk | abel, where
k>0) .

In other words, we can speak of the level mLSP for Packet P as the
sequence of routers:

1

whi ch begins with an LSR (an "LSP Ingress") that pushes on a
| evel m | abel

all of whose internediate LSRs nmake their forwardi ng decision
by | abel Switching on a level mlabel

whi ch ends (at an "LSP Egress") when a forwardi ng decision is
made by | abel Switching on a level mk | abel, where k>0, or
when a forwardi ng decision is made by "ordinary", non- MPLS
forwardi ng procedures.

A consequence (or perhaps a presupposition) of this is that whenever
an LSR pushes a | abel onto an already | abel ed packet, it needs to
make sure that the new | abel corresponds to a FEC whose LSP Egress is
the LSR that assigned the |abel which is now second in the stack
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W will call a sequence of LSRs the "LSP for a particular FEC F" if
it is an LSP of level mfor a particular packet P when P's level m
| abel is a |label corresponding to FEC F.

Consi der the set of nodes which may be LSP ingress nodes for FEC F.
Then there is an LSP for FEC F which begins with each of those nodes.
I f a nunmber of those LSPs have the same LSP egress, then one can
consi der the set of such LSPs to be a tree, whose root is the LSP
egress. (Since data travels along this tree towards the root, this
may be called a multipoint-to-point tree.) W can thus speak of the
"LSP tree" for a particular FEC F.

3.16. Penultinmate Hop Popping

Note that according to the definitions of section 3.15, if <R1, ...
Rn> is a level mLSP for packet P, P may be transmitted fron1R[n 1]
to R with a | abel stack of depth m1. That is, the | abel stack may
be popped at the penultinmate LSR of the LSP, rather than at the LSP
Egr ess.

From an architectural perspective, this is perfectly appropriate.
The purpose of the level mlabel is to get the packet to Rh. Once
R n-1] has decided to send the packet to Rn, the |abel no | onger has
any function, and need no | onger be carried.

There is also a practical advantage to doing penultimate hop popping.
I f one does not do this, then when the LSP egress receives a packet,
it first looks up the top | abel, and determines as a result of that

| ookup that it is indeed the LSP egress. Then it nust pop the stack
and exanm ne what renmains of the packet. |If there is another |abel on
the stack, the egress will look this up and forward the packet based
on this lookup. (In this case, the egress for the packet's level m
LSP is also an internediate node for its level m1 LSP.) |If there is
no other |abel on the stack, then the packet is forwarded according
to its network |layer destination address. Note that this would
require the egress to do TWD | ookups, either two | abel | ookups or a

| abel | ookup foll owed by an address | ookup.

If, on the other hand, penultinmate hop popping is used, then when the
penul timate hop | ooks up the | abel, it deterni nes:

- that it is the penultinate hop, and
- who the next hop is.
The penultimate node then pops the stack, and forwards the packet

based on the information gained by |ooking up the |abel that was
previously at the top of the stack. Wen the LSP egress receives the
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packet, the label which is now at the top of the stack will be the

| abel which it needs to ook up in order to nmake its own forwarding
decision. O, if the packet was only carrying a single |abel, the

LSP egress will sinply see the network | ayer packet, which is just

what it needs to see in order to nmake its forwardi ng deci sion

This technique allows the egress to do a single | ookup, and al so
requires only a single | ookup by the penultimate node.

The creation of the forwarding "fastpath" in a | abel swtching
product may be greatly aided if it is known that only a single |ookup
is ever required:

- the code may be sinplified if it can assume that only a single
| ookup is ever needed

- the code can be based on a "tine budget" that assumes that only
a single | ookup is ever needed.

In fact, when penultinate hop popping is done, the LSP Egress need
not even be an LSR

However, some hardware swi tching engines may not be able to pop the

| abel stack, so this cannot be universally required. There may al so
be sone situations in which penultimte hop popping is not desirable.
Therefore the penulti mate node pops the | abel stack only if this is
specifically requested by the egress node, ORif the next node in the
LSP does not support MPLS. (If the next node in the LSP does support
MPLS, but does not make such a request, the penultinmate node has no
way of knowing that it in fact is the penultinmate node.)

An LSR which is capable of popping the |abel stack at all MJST do
penul ti mate hop poppi ng when so requested by its downstream | abe
di stribution peer.

Initial l|abel distribution protocol negotiations MJST all ow each LSR
to determ ne whether its neighboring LSRS are capabl e of popping the
| abel stack. A LSR MUST NOT request a | abel distribution peer to pop
the | abel stack unless it is capable of doing so.

It may be asked whether the egress node can always interpret the top
| abel of a received packet properly if penultinmte hop popping is
used. As long as the uni queness and scoping rules of section 3.14
are obeyed, it is always possible to interpret the top |abel of a
recei ved packet unanbi guously.
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3.17. LSP Next Hop

The LSP Next Hop for a particular |abeled packet in a particular LSR
is the LSR which is the next hop, as selected by the NHLFE entry used
for forwarding that packet.

The LSP Next Hop for a particular FEC is the next hop as sel ected by
the NHLFE entry indexed by a | abel which corresponds to that FEC

Note that the LSP Next Hop may differ fromthe next hop which would
be chosen by the network |layer routing algorithm W will use the
term"L3 next hop" when we refer to the latter

3.18. Invalid Inconm ng Labels

What should an LSR do if it receives a | abel ed packet with a
particul ar i ncom ng | abel, but has no binding for that |abel? It is
tenpting to think that the | abels can just be renpbved, and the packet
forwarded as an unl abeled | P packet. However, in sone cases, doing
so could cause a loop. |If the upstreamLSR thinks the |abel is bound
to an explicit route, and the downstream LSR doesn’t think the |abe
is bound to anything, and if the hop by hop routing of the unlabel ed
| P packet brings the packet back to the upstream LSR, then a loop is
f or med.

It is also possible that the | abel was intended to represent a route
whi ch cannot be inferred fromthe | P header.

Therefore, when a | abel ed packet is received with an invalid incom ng
| abel, it MJST be discarded, UNLESS it is determ ned by sone neans
(not within the scope of the current docunent) that forwarding it

unl abel ed cannot cause any harm

3.19. LSP Control: Ordered versus | ndependent

Sonme FECs correspond to address prefixes which are distributed via a
dynanmic routing algorithm The setup of the LSPs for these FECs can
be done in one of two ways: Independent LSP Control or Ordered LSP
Contr ol

In I ndependent LSP Control, each LSR, upon noting that it recognizes
a particular FEC, nmkes an i ndependent decision to bind a |label to
that FEC and to distribute that binding to its label distribution
peers. This corresponds to the way that conventional |P datagram
routi ng works; each node nmakes an i ndependent decision as to howto
treat each packet, and relies on the routing algorithmto converge
rapidly so as to ensure that each datagramis correctly delivered
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In Ordered LSP Control, an LSR only binds a label to a particular FEC
if it is the egress LSR for that FEC, or if it has already received a
| abel binding for that FEC fromits next hop for that FEC

If one wants to ensure that traffic in a particular FEC follows a
path with sone specified set of properties (e.g., that the traffic
does not traverse any node tw ce, that a specified anount of
resources are available to the traffic, that the traffic follows an
explicitly specified path, etc.) ordered control nust be used. Wth
i ndependent control, sone LSRs may begin | abel switching a traffic in
the FEC before the LSP is conpletely set up, and thus some traffic in
the FEC may follow a path which does not have the specified set of
properties. Odered control also needs to be used if the recognition
of the FEC is a consequence of the setting up of the correspondi ng
LSP.

Ordered LSP setup may be initiated either by the ingress or the
egress.

O dered control and independent control are fully interoperable.
However, unless all LSRs in an LSP are using ordered control, the
overall effect on network behavior is largely that of independent
control, since one cannot be sure that an LSP is not used until it is
fully set up.

This architecture allows the choice between i ndependent control and
ordered control to be a local matter. Since the two nethods
interwork, a given LSR need support only one or the other. Generally
speaki ng, the choice of independent versus ordered control does not
appear to have any effect on the | abel distribution nechanisns which
need to be defi ned.

3.20. Aggregation

One way of partitioning traffic into FECs is to create a separate FEC
for each address prefix which appears in the routing table. However,
within a particular MPLS donain, this may result in a set of FECs
such that all traffic in all those FECs follows the sane route. For
exanpl e, a set of distinct address prefixes mght all have the same
egress node, and | abel swapping m ght be used only to get the the
traffic to the egress node. |In this case, within the MPLS domai n,
the union of those FECs is itself a FEC. This creates a choice:
should a distinct |abel be bound to each conponent FEC, or should a
single | abel be bound to the union, and that |abel applied to al
traffic in the union?

The procedure of binding a single |abel to a union of FECs which is
itself a FEC (within sone donain), and of applying that |abel to al
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traffic in the union, is known as "aggregation". The MPLS
architecture all ows aggregation. Aggregation nay reduce the nunber
of labels which are needed to handle a particular set of packets, and
may al so reduce the amount of |abel distribution control traffic
needed.

G ven a set of FECs which are "aggregatable" into a single FEC, it is
possible to (a) aggregate theminto a single FEC, (b) aggregate them
into a set of FECs, or (c) not aggregate themat all. Thus we can
speak of the "granularity" of aggregation, with (a) being the
"coarsest granularity”, and (c) being the "finest granularity”.

When order control is used, each LSR should adopt, for a given set of
FECs, the granularity used by its next hop for those FECs.

When i ndependent control is used, it is possible that there will be
two adjacent LSRs, Ru and Rd, which aggregate sone set of FECs
differently.

If Ru has finer granularity than Rd, this does not cause a problem
Ru distributes nore labels for that set of FECs than Rd does. This
means that when Ru needs to forward | abel ed packets in those FECs to
Rd, it may need to map n labels into mlabels, where n >m As an
option, Ru may withdraw the set of n labels that it has distributed,
and then distribute a set of mlabels, corresponding to Rd’s | evel of
granularity. This is not necessary to ensure correct operation, but
it does result in a reduction of the nunber of |abels distributed by
Ru, and Ru is not gaining any particul ar advantage by distributing
the | arger nunber of |abels. The decision whether to do this or not
is alocal matter.

If Ru has coarser granularity than Rd (i.e., Rd has distributed n
| abel s for the set of FECs, while Ru has distributed m where n > m,
it has two choices:

- It may adopt Rd’s finer level of granularity. This would
require it to withdraw the mlabels it has distributed, and
distribute n labels. This is the preferred option

- It my sinply map its mlabels into a subset of Rd’s n |abels,
if it can determine that this will produce the sane routing.
For exanple, suppose that Ru applies a single |label to al
traffic that needs to pass through a certain egress LSR
whereas Rd binds a nunber of different |labels to such traffic,
dependi ng on the individual destination addresses of the
packets. If Ru knows the address of the egress router, and if
Rd has bound a label to the FEC which is identified by that
address, then Ru can sinply apply that | abel
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In any event, every LSR needs to know (by configuration) what
granularity to use for labels that it assigns. Were ordered contro
is used, this requires each node to know the granularity only for
FECs which | eave the MPLS network at that node. For independent
control, best results may be obtained by ensuring that all LSRs are
consistently configured to know the granularity for each FEC
However, in many cases this may be done by using a single | evel of
granularity which applies to all FECs (such as "one | abel per IP
prefix in the forwarding table", or "one |abel per egress node").

3.21. Route Selection

Rout e selection refers to the nethod used for selecting the LSP for a
particular FEC. The proposed MPLS protocol architecture supports two
options for Route Selection: (1) hop by hop routing, and (2) explicit
routing.

Hop by hop routing allows each node to i ndependently choose the next
hop for each FEC. This is the usual node today in existing IP
networks. A "hop by hop routed LSP" is an LSP whose route is

sel ected using hop by hop routing.

In an explicitly routed LSP, each LSR does not independently choose
the next hop; rather, a single LSR, generally the LSP ingress or the
LSP egress, specifies several (or all) of the LSRs in the LSP. If a
single LSR specifies the entire LSP, the LSP is "strictly" explicitly
routed. |If a single LSR specifies only some of the LSP, the LSP is
"l oosel y" explicitly routed.

The sequence of LSRs followed by an explicitly routed LSP nay be
chosen by configuration, or nmay be selected dynanmically by a single
node (for exanple, the egress node may nake use of the topol ogica
information learned froma link state database in order to conpute
the entire path for the tree ending at that egress node).

Explicit routing nmay be useful for a nunber of purposes, such as
policy routing or traffic engineering. In MPLS, the explicit route
needs to be specified at the tine that |abels are assigned, but the
explicit route does not have to be specified with each | P packet.
This makes MPLS explicit routing much nore efficient than the
alternative of |IP source routing.

The procedures for naking use of explicit routes, either strict or
| oose, are beyond the scope of this docunent.
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3.22. Lack of Qutgoing Labe

When a | abel ed packet is traveling along an LSP, it may occasionally
happen that it reaches an LSR at which the ILM does not map the
packet’s incom ng | abel into an NHLFE, even though the incom ng | abe
is itself valid. This can happen due to transient conditions, or due
to an error at the LSR which should be the packet’s next hop

It is tenpting in such cases to strip off the |abel stack and attenpt
to forward the packet further via conventional forwarding, based on
its network | ayer header. However, in general this is not a safe
procedur e:

- |f the packet has been following an explicitly routed LSP, this
could result in a | oop.

- The packet’s network header may not contain enough information
to enable this particular LSRto forward it correctly.

Unless it can be deternined (through sone neans outside the scope of
this docunent) that neither of these situations obtains, the only
safe procedure is to discard the packet.

3.23. Time-to-Live (TTL)

In conventional IP forwarding, each packet carries a "Tine To Live"
(TTL) value in its header. \Wenever a packet passes through a
router, its TTL gets decrenented by 1; if the TTL reaches 0 before
t he packet has reached its destination, the packet gets discarded.

This provides sone |evel of protection against forwardi ng | oops that
may exi st due to misconfigurations, or due to failure or slow
convergence of the routing algorithm TTL is sonetinmes used for
other functions as well, such as nulticast scoping, and supporting
the "traceroute" conmand. This inplies that there are two TTL-
related i ssues that MPLS needs to deal with: (i) TTL as a way to
suppress loops; (ii) TTL as a way to acconplish other functions, such
as limting the scope of a packet.

When a packet travels along an LSP, it SHOULD energe with the same
TTL value that it would have had if it had traversed the same
sequence of routers w thout having been | abel switched. |If the
packet travels along a hierarchy of LSPs, the total nunber of LSR-
hops traversed SHOULD be reflected in its TTL val ue when it emerges
fromthe hierarchy of LSPs.
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The way that TTL is handl ed nmay vary dependi ng upon whet her the MPLS
| abel values are carried in an MPLS-specific "shinl header [ MPLS-
SH M, or if the MPLS | abels are carried in an L2 header, such as an
ATM header [ MPLS-ATM or a frame relay header [ MPLS-FRMRLY].

If the | abel values are encoded in a "shinl that sits between the
data link and network | ayer headers, then this shim MJST have a TTL
field that SHOULD be initially | oaded fromthe network |ayer header
TTL field, SHOULD be decrenmented at each LSR-hop, and SHOULD be
copied into the network | ayer header TTL field when the packet
energes fromits LSP

If the label values are encoded in a data |ink |ayer header (e.gqg.
the VPI/VCl field in ATM s AAL5 header), and the |abel ed packets are
forwarded by an L2 switch (e.g., an ATMswitch), and the data |ink

| ayer (like ATM) does not itself have a TTL field, then it will not
be possible to decrenent a packet’s TTL at each LSR-hop. An LSP
segment whi ch consists of a sequence of LSRs that cannot decrenent a
packet’s TTL will be called a "non-TTL LSP segnent".

Wien a packet enmerges froma non-TTL LSP segnent, it SHOULD however
be given a TTL that reflects the number of LSR-hops it traversed. In
the unicast case, this can be achi eved by propagati ng a neani ngfu

LSP length to ingress nodes, enabling the ingress to decrenent the
TTL val ue before forwardi ng packets into a non-TTL LSP segnent.

Sonetines it can be determi ned, upon ingress to a non-TTL LSP
segment, that a particular packet’s TTL will expire before the packet
reaches the egress of that non-TTL LSP segnment. In this case, the
LSR at the ingress to the non-TTL LSP segnent nust not |abel switch
the packet. This nmeans that special procedures nust be devel oped to
support traceroute functionality, for exanple, traceroute packets may
be forwarded using conventional hop by hop forwarding.

3.24. Loop Contro

On a non-TTL LSP segnent, by definition, TTL cannot be used to
protect against forwarding |loops. The inportance of |oop control may
depend on the particular hardware being used to provide the LSR
functions along the non-TTL LSP segnent.

Suppose, for instance, that ATM switching hardware is being used to
provide MPLS switching functions, with the |abel being carried in the
VPI/VCl field. Since ATM switching hardware cannot decrenent TTL,
there is no protection against loops. |If the ATM hardware is capable
of providing fair access to the buffer pool for incomng cells
carrying different VPI/VC values, this |ooping may not have any

del eterious effect on other traffic. |f the ATM hardware cannot
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provide fair buffer access of this sort, however, then even transient
| oops nmay cause severe degradation of the LSR s total performance.

Even if fair buffer access can be provided, it is still worthwhile to
have sone neans of detecting |oops that |ast "longer than possible”
In addition, even where TTL and/or per-VC fair queuing provides a
means for surviving loops, it still nay be desirable where practica
to avoid setting up LSPs which loop. Al LSRs that may attach to
non- TTL LSP segnents will therefore be required to support a comon
techni que for |oop detection; however, use of the | oop detection
technique is optional. The |oop detection technique is specified in
[ MPLS- ATM and [ MPLS- LDP] .

3.25. Label Encodings

In order to transnmit a |abel stack along with the packet whose | abe
stack it is, it is necessary to define a concrete encodi ng of the

| abel stack. The architecture supports several different encoding
techni ques; the choice of encodi ng techni que depends on the
particul ar kind of device being used to forward | abel ed packets.

3.25.1. MPLS-specific Hardware and/or Software

If one is using MPLS-specific hardware and/or software to forward

| abel ed packets, the npbst obvious way to encode the | abel stack is to
define a new protocol to be used as a "shinm' between the data |ink

| ayer and network |ayer headers. This shimwould really be just an
encapsul ati on of the network |ayer packet; it would be "protocol -

i ndependent” such that it could be used to encapsul ate any network
layer. Hence we will refer to it as the "generic MPLS
encapsul ati on".

The generic MPLS encapsulation would in turn be encapsulated in a
data link | ayer protocol

The MPLS generic encapsulation is specified in [MPLS-SH M.
3.25.2. ATM Swi tches as LSRs

It will be noted that MPLS forwarding procedures are sinilar to those
of |l egacy "l abel swapping" sw tches such as ATM swi tches. ATM

swi tches use the input port and the incomng VPI/VCl value as the
index into a "cross-connect" table, fromwhich they obtain an output
port and an outgoing VPI/VCI value. Therefore if one or nore |abels
can be encoded directly into the fields which are accessed by these

| egacy switches, then the | egacy switches can, with suitable software
upgrades, be used as LSRs. W will refer to such devices as "ATM
LSRs".
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There are three obvious ways to encode |abels in the ATM cell header
(presumnming the use of AALS):

1. SVC Encodi ng

Use the VPI/VCl field to encode the label which is at the top
of the label stack. This technique can be used in any network.
Wth this encoding technique, each LSP is realized as an ATM
SVC, and the | abel distribution protocol beconmes the ATM
"signaling" protocol. Wth this encoding technique, the ATM
LSRs cannot perform "push” or "pop" operations on the |abe

st ack.

2. SVP Encodi ng

Use the VPI field to encode the | abel which is at the top of
the | abel stack, and the VCI field to encode the second | abe
on the stack, if one is present. This technique sone

advant ages over the previous one, in that it permts the use of
ATM "VP-swi tching". That is, the LSPs are realized as ATM
SVPs, with the label distribution protocol serving as the ATM
si gnal i ng protocol

However, this techni que cannot always be used. |f the network
i ncludes an ATM Virtual Path through a non- MPLS ATM net wor k,
then the VPI field is not necessarily available for use by
MPLS.

When this encoding technique is used, the ATMLSR at the egress
of the VP effectively does a "pop" operation

3. SVP Ml tipoint Encoding

Use the VPI field to encode the | abel which is at the top of
the | abel stack, use part of the VCl field to encode the second
| abel on the stack, if one is present, and use the renmi nder of
the VCI field to identify the LSP ingress. |If this technique

i s used, conventional ATM VP-switching capabilities can be used
to provide nultipoint-to-point VPs. Cells fromdifferent

packets will then carry different VC values. As we shall see
in section 3.26, this enables us to do | abel nerging, wthout
running into any cell interleaving problens, on ATM swi t ches

whi ch can provide multipoint-to-point VPs, but which do not
have the VC nerge capability.

Thi s techni que depends on the existence of a capability for

assigning 16-bit VCI values to each ATM swi tch such that no
single VCl value is assigned to two different switches. (If an
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adequat e nunmber of such val ues could be assigned to each
switch, it would be possible to also treat the VCl value as the
second | abel in the stack.)

If there are nore |labels on the stack than can be encoded in the ATM
header, the ATM encodi ngs nust be conbined with the generic
encapsul ati on.

3.25.3. Interoperability anmong Encodi ng Techni ques

If <R1, R2, R3> is a segnent of a LSP, it is possible that RL will
use one encodi ng of the | abel stack when transmitting packet P to R2,
but R2 will use a different encoding when transnmtting a packet P to
R3. In general, the MPLS architecture supports LSPs with different

| abel stack encodings used on different hops. Therefore, when we

di scuss the procedures for processing a | abel ed packet, we speak in
abstract terns of operating on the packet’s |abel stack. Wen a

| abel ed packet is received, the LSR nust decode it to determ ne the
current value of the label stack, then nust operate on the | abe
stack to determine the new val ue of the stack, and then encode the
new val ue appropriately before transnmitting the | abel ed packet to its
next hop.

Unfortunately, ATM switches have no capability for translating from
one encodi ng technique to another. The MPLS architecture therefore
requi res that whenever it is possible for two ATM switches to be
successive LSRs along a level mLSP for sonme packet, that those two
ATM swi t ches use the sanme encodi ng techni que.

Naturally there will be MPLS networks which contain a conbination of
ATM swi t ches operating as LSRs, and other LSRs which operate using an
MPLS shi m header. In such networks there nay be sone LSRs whi ch have
ATMinterfaces as well as "MPLS Shinf interfaces. This is one
exanple of an LSRwith different |abel stack encodi ngs on different
hops. Such an LSR nmay swap off an ATM encoded | abel stack on an
incomng interface and replace it with an MPLS shi m header encoded

| abel stack on the outgoing interface.

3.26. Label Merging

Suppose that an LSR has bound nultiple inconming |abels to a
particular FEC. When forwardi ng packets in that FEC, one would |ike
to have a single outgoing |abel which is applied to all such packets.
The fact that two different packets in the FEC arrived with different
inconming labels is irrelevant; one would like to forward themwth
the sane outgoing label. The capability to do so is known as "l abe
mer gi ng" .
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Let us say that an LSR is capable of label nerging if it can receive
two packets fromdifferent incomng interfaces, and/or with different
| abel s, and send both packets out the same outgoing interface with
the sane | abel. Once the packets are transnmitted, the information
that they arrived fromdifferent interfaces and/or with different
incoming labels is |ost.

Let us say that an LSR is not capable of |abel nerging if, for any
two packets which arrive fromdifferent interfaces, or with different
| abel s, the packets nust either be transmitted out different
interfaces, or nust have different |labels. ATMLSRs using the SVC or
SVP Encodi ngs cannot performlabel nerging. This is discussed in
nore detail in the next section.

If a particular LSR cannot performlabel nerging, then if two packets
in the same FEC arrive with different inconming |abels, they nmust be
forwarded with different outgoing |labels. Wth |abel nerging, the
nunber of outgoing |abels per FEC need only be 1; without |abe
mer gi ng, the nunber of outgoing |abels per FEC could be as |arge as

t he nunber of nodes in the network.

Wth | abel nerging, the number of incom ng |abels per FEC that a
particul ar LSR needs is never be |arger than the nunber of | abel

di stribution adjacencies. Wthout |abel nerging, the nunber of

i ncom ng | abels per FEC that a particular LSR needs is as large as

t he nunber of upstream nodes which forward traffic in the FEC to the
LSR in question. |In fact, it is difficult for an LSR to even

det erm ne how many such inconming labels it nust support for a
particul ar FEC

The MPLS architecture accomobdates both nergi ng and non-nergi ng LSRs,
but allows for the fact that there may be LSRs which do not support

| abel merging. This leads to the issue of ensuring correct

i nteroperation between nerging LSRs and non-nerging LSRs. The issue
is somewhat different in the case of datagram nedia versus the case
of ATM The different nedia types will therefore be discussed
separately.

3.26.1. Non-nerging LSRs

The MPLS forwarding procedures is very simlar to the forwarding
procedures used by such technol ogi es as ATM and Frane Relay. That

is, aunit of data arrives, a label (VPI/VClI or DLCI) is |ooked up in
a "cross-connect table", on the basis of that |ookup an output port
is chosen, and the label value is rewitten. |In fact, it is possible
to use such technol ogies for MPLS forwarding; a |abel distribution
protocol can be used as the "signalling protocol” for setting up the
cross-connect tabl es.
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Unfortunately, these technol ogies do not necessarily support the

| abel nerging capability. In ATM if one attenpts to perform| abe
nmerging, the result may be the interleaving of cells fromvarious
packets. If cells fromdifferent packets get interleaved, it is

i npossible to reassenbl e the packets. Sone Frame Rel ay swi tches use
cell switching on their backplanes. These switches nmay al so be

i ncapabl e of supporting |abel nerging, for the sane reason -- cells
of different packets may get interleaved, and there is then no way to
reassenbl e the packets.

We propose to support two solutions to this problem First, MPLS
wi |l contain procedures which all ow the use of non-nerging LSRs.
Second, MPLS will support procedures which allow certain ATM swi t ches
to function as nergi ng LSRs.

Since MPLS supports both nerging and non-nergi ng LSRs, MPLS al so
contai ns procedures to ensure correct interoperation between them

3.26.2. Labels for Merging and Non- Mergi ng LSRs

An upstream LSR whi ch supports | abel nerging needs to be sent only
one | abel per FEC. An upstream nei ghbor which does not support | abe
mergi ng needs to be sent nultiple | abels per FEC. However, there is
no way of knowing a priori how nany |abels it needs. This will
depend on how nmany LSRs are upstreamof it with respect to the FEC in
questi on.

In the MPLS architecture, if a particular upstream nei ghbor does not
support | abel nerging, it is not sent any labels for a particular FEC
unless it explicitly asks for a label for that FEC. The upstream

nei ghbor may nmake nultiple such requests, and is given a new | abe
each tinme. Wen a downstream nei ghbor receives such a request from
upstream and the downstream nei ghbor does not itself support |abe
merging, then it nust in turn ask its downstream nei ghbor for another
| abel for the FEC in question.

It is possible that there nay be sone nodes which support | abe

nmergi ng, but can only merge a linmited nunber of incoming |abels into
a single outgoing |abel. Suppose for exanple that due to sone
hardware linmitation a node is capable of nerging four incomng | abels
into a single outgoing |abel. Suppose however, that this particul ar
node has six incomng labels arriving at it for a particular FEC. In
this case, this node may nerge these into two outgoing | abels.

Whet her | abel nmerging is applicable to explicitly routed LSPs is for
further study.
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3.26.3. Merge over ATM
3.26.3.1. Methods of Eliminating Cell Interleave

There are several nethods that can be used to elimnate the cel
interleaving problemin ATM thereby allowi ng ATM switches to support
stream nerge

1. VP nmerge, using the SVP Miultipoint Encoding

When VP nerge is used, multiple virtual paths are nerged into a
virtual path, but packets fromdifferent sources are
di stingui shed by using different VCIs within the VP.

2. VC nerge

When VC nerge is used, switches are required to buffer cells
fromone packet until the entire packet is received (this my
be determ ned by | ooking for the AAL5 end of frame indicator).

VP nerge has the advantage that it is conpatible with a higher
percentage of existing ATMswitch inplenmentations. This makes it
nmore likely that VP nerge can be used in existing networks. Unlike
VC nerge, VP nerge does not incur any delays at the nerge points and
al so does not inpose any buffer requirenents. However, it has the
di sadvantage that it requires coordination of the VCI space within
each VP. There are a nunber of ways that this can be acconplished
Sel ection of one or nore nethods is for further study.

This tradeoff between conpatibility with existing equipnment versus
protocol conplexity and scalability inplies that it is desirable for
the MPLS protocol to support both VP nerge and VC nerge. In order to
do so each ATM switch participating in MPLS needs to know whether its
i medi at e ATM nei ghbors perform VP nerge, VC nmerge, or no merge.

3.26.3.2. Interoperation: VC Merge, VP Merge, and Non- Merge

The interoperation of the various forns of nerging over ATMis nost
easily described by first describing the interoperation of VC nerge
wi t h non-mer ge.

In the case where VC nerge and non-nerge nodes are interconnected the
forwarding of cells is based in all cases on a VC (i.e., the
concatenation of the VPI and VCl). For each node, if an upstream

nei ghbor is doing VC nerge then that upstream nei ghbor requires only
a single VPI/VCl for a particular stream (this is anal ogous to the
requirenent for a single label in the case of operation over frane
media). |f the upstream nei ghbor is not doing nmerge, then the
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nei ghbor will require a single VPI/VCl per streamfor itself, plus
enough VPI/VCls to pass to its upstream nei ghbors. The nunber
required will be determined by allow ng the upstream nodes to request
additional VPI/VCls fromtheir downstream nei ghbors (this is again
anal ogous to the nethod used with frane nerge).

A simlar nmethod is possible to support nodes which perform VP nerge.
In this case the VP nerge node, rather than requesting a single

VPI /VCl or a nunber of VPI/VCls fromits downstream nei ghbor, instead
may request a single VP (identified by a VPI) but several VCls within
the VP. Furthernore, suppose that a non-nmerge node is downstream
fromtwo different VP nerge nodes. This node may need to request one
VPI/VCl (for traffic originating fromitself) plus two VPs (one for
each upstream node), each associated with a specified set of VCs (as
requested fromthe upstream node).

In order to support all of VP nmerge, VC nerge, and non-nerge, it is
therefore necessary to all ow upstream nodes to request a conbination
of zero or nore VCidentifiers (consisting of a VPI/VCl), plus zero
or nore VPs (identified by VPIs) each containing a specified nunber
of VCs (identified by a set of VCls which are significant within a
VP). VP nerge nodes would therefore request one VP, with a contained
VCl for traffic that it originates (if appropriate) plus a VC for
each VC requested from above (regardl ess of whether or not the VCis
part of a containing VP). VC nerge node would request only a single
VPI/VCl (since they can nmerge all upstreamtraffic into a single VO).
Non- mer ge nodes woul d pass on any requests that they get from above,
plus request a VPI/VCl for traffic that they originate (if
appropriate).

3.27. Tunnels and Hi erarchy

Sonetines a router Ru takes explicit action to cause a particul ar
packet to be delivered to another router Rd, even though Ru and Rd
are not consecutive routers on the Hop-by-hop path for that packet,
and Rd is not the packet’s ultinmate destination. For exanple, this
may be done by encapsul ating the packet inside a network | ayer packet
whose destination address is the address of Rd itself. This creates
a "tunnel" fromRu to Rd. W refer to any packet so handled as a
"Tunnel ed Packet".

3.27.1. Hop-by-Hop Routed Tunne
If a Tunnel ed Packet follows the Hop-by-hop path fromRu to Rd, we

say that it is in an "Hop-by-Hop Routed Tunnel" whose "transnmit
endpoint"” is Ru and whose "receive endpoint"” is Rd.
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3.27.2. Explicitly Routed Tunne

If a Tunnel ed Packet travels fromRu to Rd over a path other than the
Hop- by-hop path, we say that it is in an "Explicitly Routed Tunnel "
whose "transmit endpoint™ is Ru and whose "receive endpoint” is Rd.
For exanple, we night send a packet through an Explicitly Routed
Tunnel by encapsulating it in a packet which is source routed.

3.27.3. LSP Tunnel s

It is possible to inplenent a tunnel as a LSP, and use | abe
swi tching rather than network | ayer encapsul ation to cause the packet

to travel through the tunnel. The tunnel would be a LSP <R1, ...
Rn>, where Rl is the transnmit endpoint of the tunnel, and Rn is the
recei ve endpoint of the tunnel. This is called a "LSP Tunnel".

The set of packets which are to be sent though the LSP tunne
constitutes a FEC, and each LSR in the tunnel nust assign a |label to
that FEC (i.e., nust assign a label to the tunnel). The criteria for
assigning a particular packet to an LSP tunnel is a local matter at
the tunnel’s transmit endpoint. To put a packet into an LSP tunnel
the transmt endpoint pushes a label for the tunnel onto the | abe
stack and sends the | abel ed packet to the next hop in the tunnel

If it is not necessary for the tunnel’s receive endpoint to be able
to determ ne which packets it receives through the tunnel, as

di scussed earlier, the | abel stack may be popped at the penultinmate
LSR in the tunnel

A "Hop-by-Hop Routed LSP Tunnel" is a Tunnel that is inplenented as
an hop-by-hop routed LSP between the transmit endpoint and the
recei ve endpoint.

An "Explicitly Routed LSP Tunnel" is a LSP Tunnel that is also an
Explicitly Routed LSP

3.27.4. Hierarchy: LSP Tunnels wthin LSPs

Consider a LSP <R1, R2, R3, R4>. Let us suppose that Rl receives

unl abel ed packet P, and pushes on its |abel stack the |abel to cause
it to followthis path, and that this is in fact the Hop-by-hop path.
However, let us further suppose that R2 and R3 are not directly
connected, but are "nei ghbors" by virtue of being the endpoints of an
LSP tunnel. So the actual sequence of LSRs traversed by P is <Ri,

R2, R21, R22, R23, R3, R4>.
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When P travels fromRlL to R2, it will have a | abel stack of depth 1.
R2, switching on the |abel, determines that P nust enter the tunnel
R2 first replaces the Incoming |label with a |abel that is meaningfu
to R3. Then it pushes on a new |l abel. This level 2 |abel has a

val ue which is nmeaningful to R21. Switching is done on the level 2
| abel by R21, R22, R23. R23, which is the penultimate hop in the
R2-R3 tunnel, pops the |abel stack before forwarding the packet to
R3. When R3 sees packet P, P has only a level 1 label, having now
exited the tunnel. Since R3 is the penultimate hop in P's level 1
LSP, it pops the |label stack, and R4 receives P unl abel ed.

The | abel stack nechanismallows LSP tunneling to nest to any depth.
3.27.5. Label Distribution Peering and Hi erarchy

Suppose that packet P travels along a Level 1 LSP <R1, R2, R3, R4>,
and when going fromR2 to R3 travels along a Level 2 LSP <R2, R21,
R22, R3>. Fromthe perspective of the Level 2 LSP, R2's | abe

di stribution peer is RR1. Fromthe perspective of the Level 1 LSP
R2's | abel distribution peers are RL and R3. One can have | abe
distribution peers at each layer of hierarchy. W wll see in
sections 4.6 and 4.7 sonme ways to nmake use of this hierarchy. Note
that in this exanple, R2 and R21 nust be | GP nei ghbors, but R2 and R3
need not be.

When two LSRs are | GP neighbors, we will refer to themas "l oca

| abel distribution peers”. Wen two LSRs may be | abel distribution
peers, but are not |GP neighbors, we will refer to themas "renote
| abel distribution peers”. In the above exanple, R2 and R21 are

| ocal |abel distribution peers, but R2 and R3 are renote | abe
di stribution peers.

The MPLS architecture supports two ways to distribute |abels at
different |ayers of the hierarchy: Explicit Peering and Inplicit
Peeri ng.

One perforns |abel distribution with one’s local |abel distribution
peer by sending | abel distribution protocol nessages which are
addressed to the peer. One can performlabel distribution with one’s
renote | abel distribution peers in one of two ways:

1. Explicit Peering

In explicit peering, one distributes labels to a peer by
sendi ng | abel distribution protocol nessages which are
addressed to the peer, exactly as one would do for |ocal | abel
di stribution peers. This technique is nost useful when the
nunber of renote |abel distribution peers is small, or the
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nunber of higher level label bindings is large, or the renote
| abel distribution peers are in distinct routing areas or
domains. O course, one needs to know which |abels to
distribute to which peers; this is addressed in section 4.1.2.

Exanpl es of the use of explicit peering is found in sections
4.2.1 and 4.6.

2. Implicit Peering

In Inplicit Peering, one does not send | abel distribution
protocol nmessages which are addressed to one’s peer. Rather
to distribute higher level [abels to ones renote |abe

di stribution peers, one encodes a higher |level |abel as an
attribute of a lower level label, and then distributes the

|l ower level label, along with this attribute, to one’s |oca

| abel distribution peers. The local |abel distribution peers
then propagate the infornmation to their |ocal |abe

di stribution peers. This process continues till the

i nformati on reaches the renpte peer

This technique is nost useful when the nunber of renpte | abe
distribution peers is large. Inplicit peering does not require
an n-square peering nesh to distribute labels to the renote

| abel distribution peers because the information is piggybacked
t hrough the | ocal |abel distribution peering. However,

implicit peering requires the internedi ate nodes to store

i nformation that they might not be directly interested in.

An exanple of the use of inplicit peering is found in section
4. 3.

3.28. Label Distribution Protocol Transport

A | abel distribution protocol is used between nodes in an MPLS
network to establish and maintain the |abel bindings. 1In order for
MPLS to operate correctly, |abel distribution infornmation needs to be
transmitted reliably, and the | abel distribution protocol nessages
pertaining to a particular FEC need to be transnmitted i n sequence.

Fl ow control is also desirable, as is the capability to carry

mul tiple | abel nessages in a single datagram

One way to neet these goals is to use TCP as the underlying
transport, as is done in [ MPLS-LDP] and [ MPLS- BGP] .
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3.29. Why More than one Label Distribution Protocol?

This architecture does not establish hard and fast rules for choosing
whi ch | abel distribution protocol to use in which circunstances.
However, it is possible to point out sone of the considerations.

3.29.1. BG& and LDP

In many scenarios, it is desirable to bind |abels to FECs which can
be identified with routes to address prefixes (see section 4.1). If
there is a standard, wi dely deployed routing al gorithm which

di stributes those routes, it can be argued that |abel distribution is
best achi eved by pi ggybacki ng the | abel distribution on the
distribution of the routes thensel ves.

For exanple, BGP distributes such routes, and if a BGP speaker needs
to also distribute labels to its BGP peers, using BGP to do the | abe
distribution (see [ MPLS-BGP]) has a nunber of advantages. In
particular, it pernmits BGP route reflectors to distribute |abels,
thus providing a significant scalability advantage over using LDP to
distribute | abel s between BGP peers.

3.29.2. Labels for RSVP Fl owspecs

When RSVP is used to set up resource reservations for particular
flows, it can be desirable to | abel the packets in those flows, so
that the RSVP filterspec does not need to be applied at each hop. It
can be argued that having RSVP distribute the | abels as part of its
pat h/reservation setup process is the nost efficient nmethod of
distributing labels for this purpose.

3.29.3. Labels for Explicitly Routed LSPs

In sone applications of MPLS, particularly those related to traffic
engineering, it is desirable to set up an explicitly routed path,
fromingress to egress. It is also desirable to apply resource
reservations along that path

One can inmmagi ne two approaches to this:

- Start with an existing protocol that is used for setting up
resource reservations, and extend it to support explicit
routing and | abel distribution

- Start with an existing protocol that is used for |abe

distribution, and extend it to support explicit routing and
resource reservations.
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The first approach has given rise to the protocol specified in
[ MPLS- RSVP- TUNNELS], the second to the approach specified in [ MPLS-
CR- LDP] .

3.30. Multicast
This section is for further study
4. Some Applications of MPLS
4.1. MPLS and Hop by Hop Routed Traffic

A nunber of uses of MPLS require that packets with a certain | abel be
forwarded al ong the sane hop-by-hop routed path that would be used
for forwarding a packet with a specified address in its network |ayer
destination address field.

4,1.1. Labels for Address Prefixes

In general, router R determ nes the next hop for packet P by finding
the address prefix X in its routing table which is the | ongest match
for P s destination address. That is, the packets in a given FEC are
just those packets which match a given address prefix in Rs routing
table. In this case, a FEC can be identified with an address prefix.

Note that a packet P nay be assigned to FEC F, and FEC F may be
identified with address prefix X, even if P s destination address
does not match X

4.1.2. Distributing Labels for Address Prefixes
4.1.2.1. Label Distribution Peers for an Address Prefix

LSRs R1 and R2 are considered to be |abel distribution peers for
address prefix X if and only if one of the follow ng conditions
hol ds:

1. Rl'’s route to Xis aroute which it |earned about via a
particul ar instance of a particular IGP, and R2 is a nei ghbor
of RL in that instance of that | GP

2. Rl's route to Xis a route which it |earned about by sone
i nstance of routing algorithmAl, and that route is
redistributed into an instance of routing algorithmA2, and R2
is a neighbor of RlL in that instance of A2
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3. RL is the receive endpoint of an LSP Tunnel that is within
another LSP, and R2 is a transnit endpoint of that tunnel, and
Rl and R2 are participants in a common instance of an | GP, and
are in the same |GP area (if the G in question has areas),
and R1’s route to X was learned via that I GP instance, or is
redistributed by RL into that | GP instance

4, Rl's route to Xis a route which it |earned about via BGP, and
R2 is a BGP peer of Rl

In general, these rules ensure that if the route to a particul ar
address prefix is distributed via an |G, the | abel distribution

peers for that address prefix are the I GP neighbors. |If the route to
a particular address prefix is distributed via BG, the |abe
di stribution peers for that address prefix are the BGP peers. In

ot her cases of LSP tunneling, the tunnel endpoints are |abe
di stribution peers.

4.1.2.2. Distributing Labels

In order to use MPLS for the forwardi ng of packets according to the
hop- by-hop route corresponding to any address prefix, each LSR MJST:

1. bind one or nore |labels to each address prefix that appears in
its routing table;

2. for each such address prefix X, use a label distribution
protocol to distribute the binding of a label to X to each of
its label distribution peers for X

There is al so one circunstance in which an LSR nust distribute a
| abel binding for an address prefix, even if it is not the LSR which
bound that |abel to that address prefix:

3. If RL uses BGP to distribute a route to X, nam ng sonme ot her
LSR R2 as the BGP Next Hop to X, and if Rl knows that R2 has
assigned label L to X, then Rl nust distribute the binding
between L and X to any BGP peer to which it distributes that
route.

These rul es ensure that |abels corresponding to address prefixes

whi ch correspond to BGP routes are distributed to | GP neighbors if
and only if the BGP routes are distributed into the IGP. O herwi se,
the |l abels bound to BGP routes are distributed only to the other BGP
speakers.

These rules are intended only to indicate which | abel bindings nust
be distributed by a given LSR to which other LSRs.
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4.1.3. Using the Hop by Hop path as the LSP

If the hop-by-hop path that packet P needs to followis <R1, ...
Rn>, then <R1, ..., Rn> can be an LSP as |long as:

1. there is a single address prefix X, such that, for all i
1<=i<n, X is the longest match in Ri's routing table for P's
destination address;

2. for all i, 1<i<n, R has assigned a |label to X and distributed
that label to Ri-1].

Note that a packet’'s LSP can extend only until it encounters a router
whose forwardi ng tables have a | onger best match address prefix for

t he packet’s destination address. At that point, the LSP nust end
and the best match al gorithm nust be perforned again.

Suppose, for exanple, that packet P, with destination address

10. 2.153.178 needs to go fromRlL to R2 to R3. Suppose also that R2
advertises address prefix 10.2/16 to Rl, but R3 advertises

10. 2. 153/ 23, 10.2.154/23, and 10.2/16 to R2. That is, R2is
advertising an "aggregated route" to RL. In this situation, packet P
can be label Switched until it reaches R2, but since R2 has perforned
route aggregation, it nust execute the best match algorithmto find
P's FEC

4.1.4. LSP Egress and LSP Proxy Egress

An LSR R is considered to be an "LSP Egress"” LSR for address prefix X
if and only if one of the follow ng conditions holds:

1. R has an address Y, such that X is the address prefix in R's
routing table which is the longest match for Y, or

2. Rcontains in its routing tables one or nore address prefixes Y
such that X is a proper initial substring of Y, but Rs "LSP
previ ous hops" for X do not contain any such address prefixes
Y; that is, Ris a "deaggregation point" for address prefix X

An LSR Rl is considered to be an "LSP Proxy Egress" LSR for address
prefix X if and only if:

1. Rl'’s next hop for Xis R2, and RlL and R2 are not | abe
distribution peers with respect to X (perhaps because R2 does
not support MPLS), or

2. Rl has been configured to act as an LSP Proxy Egress for X
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The definition of LSP allows for the LSP Egress to be a node which
does not support MPLS; in this case the penultinmate node in the LSP
is the Proxy Egress.

4.1.5. The Inmplicit NULL Labe

The Inplicit NULL label is a label with special semantics which an
LSR can bind to an address prefix. |If LSR Ru, by consulting its ILM
sees that |abel ed packet P nust be forwarded next to Rd, but that Rd
has distributed a binding of Inplicit NULL to the corresponding
address prefix, then instead of replacing the value of the | abel on
top of the | abel stack, Ru pops the l|abel stack, and then forwards
the resulting packet to Rd.

LSR Rd distributes a binding between Inplicit NULL and an address
prefix Xto LSR Ru if and only if:

1. the rules of Section 4.1.2 indicate that Rd distributes to Ru a
| abel binding for X, and

2. Rd knows that Ru can support the Inplicit NULL |abel (i.e.
that it can pop the |abel stack), and

3. Rd is an LSP Egress (not proxy egress) for X

This causes the penultimate LSR on a LSP to pop the |abel stack.

This is quite appropriate; if the LSP Egress is an MPLS Egress for X,
then if the penultinmate LSR does not pop the | abel stack, the LSP
Egress will need to look up the | abel, pop the | abel stack, and then
| ook up the next label (or look up the L3 address, if no nore | abels
are present). By having the penultinmate LSR pop the | abel stack, the
LSP Egress is saved the work of having to ook up two labels in order
to make its forwardi ng decision

However, if the penultimate LSRis an ATMswitch, it may not have the
capability to pop the | abel stack. Hence a binding of Inplicit NULL
may be distributed only to LSRs which can support that function

If the penultimate LSR in an LSP for address prefix X is an LSP Proxy
Egress, it acts just as if the LSP Egress had distributed a binding
of Inplicit NULL for X

4.1.6. Option: Egress-Targeted Label Assignnent
There are situations in which an LSP Ingress, R, knows that packets

of several different FECs nust all follow the sane LSP, term nating
at, say, LSP Egress Re. 1In this case, proper routing can be achieved
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by using a single label for all such FECs; it is not necessary to
have a distinct label for each FEC. |If (and only if) the follow ng
condi tions hol d:

1. the address of LSR Re is itself in the routing table as a "host
route", and

2. there is sone way for R to determine that Re is the LSP egress
for all packets in a particular set of FECs

Then R may bind a single label to all FECS in the set. This is
known as "Egress-Targeted Label Assignnent."

How can LSR Ri determine that an LSR Re is the LSP Egress for al
packets in a particular FEC? There are a nunmber of possible ways:

- If the network is running a link state routing algorithm and
all nodes in the area support MPLS, then the routing algorithm
provides Ri with enough information to deternine the routers
t hrough whi ch packets in that FEC nust |eave the routing donain
or area.

- If the network is running BGP, R nmay be able to determn ne that
the packets in a particular FEC nust |eave the network via sone
particular router which is the "BGP Next Hop" for that FEC

- It is possible to use the label distribution protocol to pass
i nformati on about which address prefixes are "attached" to
whi ch egress LSRs. This nmethod has the advantage of not
dependi ng on the presence of link state routing.

I f egress-targeted | abel assignment is used, the nunmber of |abels
that need to be supported throughout the network nmay be greatly
reduced. This may be significant if one is using | egacy swtching
hardware to do MPLS, and the switching hardware can support only a
limted nunmber of |abels.

One possi bl e approach would be to configure the network to use
egress-targeted | abel assignnent by default, but to configure
particular LSRs to NOT use egress-targeted | abel assignnment for one
or nore of the address prefixes for which it is an LSP egress. W
i npose the follow ng rule:

- If a particular LSRis NOT an LSP Egress for sone set of
address prefixes, then it should assign |labels to the address
prefixes in the sane way as is done by its LSP next hop for
those address prefixes. That is, suppose Rd is Ru’s LSP next
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hop for address prefixes X1 and X2. |If Rd assigns the sane
label to X1 and X2, Ru should as well. |If Rd assigns different
| abel s to X1 and X2, then Ru should as well.

For exanpl e, suppose one wants to nmake egress-targeted | abe
assignnent the default, but to assign distinct |abels to those
address prefixes for which there are multiple possible LSP egresses
(i.e., for those address prefixes which are nulti-honed.) One can
configure all LSRs to use egress-targeted |abel assignnment, and then
configure a handful of LSRs to assign distinct |labels to those
address prefixes which are nulti-honed. For a particular nulti-honed
address prefix X, one would only need to configure this in LSRs which
are either LSP Egresses or LSP Proxy Egresses for X

It is inmportant to note that if Ru and Rd are adjacent LSRs in an LSP
for X1 and X2, forwarding will still be done correctly if Ru assigns
distinct labels to X1 and X2 while Rd assigns just one |abel to the
both of them This just neans that RL will map different inconing

| abel s to the same outgoing |abel, an ordinary occurrence.

Simlarly, if Rd assigns distinct labels to X1 and X2, but Ru assigns
to them both the | abel corresponding to the address of their LSP
Egress or Proxy Egress, forwarding will still be done correctly. Ru
will just map the inconing |abel to the | abel which Rd has assigned
to the address of that LSP Egress.

4.2. MPLS and Explicitly Routed LSPs

There are a nunber of reasons why it nay be desirable to use explicit
routing instead of hop by hop routing. For exanple, this allows
routes to be based on adninistrative policies, and allows the routes
that LSPs take to be carefully designed to allow traffic engi neering
[ MPLS- TRFENG .

4.2.1. Explicitly Routed LSP Tunnel s

In sone situations, the network admi nistrators nay desire to forward
certain classes of traffic along certain pre-specified paths, where
these paths differ fromthe Hop-by-hop path that the traffic would
ordinarily follow. This can be done in support of policy routing, or
in support of traffic engineering. The explicit route may be a
configured one, or it may be deternined dynam cally by sonme neans
e.g., by constraint-based routing.

MPLS allows this to be easily done by neans of Explicitly Routed LSP
Tunnels. Al that is needed is:
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1. A neans of selecting the packets that are to be sent into the
Explicitly Routed LSP Tunnel

2. A means of setting up the Explicitly Routed LSP Tunnel

3. A neans of ensuring that packets sent into the Tunnel wll not
| oop fromthe receive endpoint back to the transmit endpoint.

If the transnmit endpoint of the tunnel wi shes to put a | abel ed packet
into the tunnel, it nust first replace the |label value at the top of
the stack with a | abel value that was distributed to it by the
tunnel’s receive endpoint. Then it nust push on the | abel which
corresponds to the tunnel itself, as distributed to it by the next
hop along the tunnel. To allow this, the tunnel endpoints should be
explicit label distribution peers. The |abel bindings they need to
exchange are of no interest to the LSRs al ong the tunnel

4. 3. Label Stacks and Inplicit Peering

Suppose a particular LSR Re is an LSP proxy egress for 10 address
prefixes, and it reaches each address prefix through a distinct
i nterface.

One could assign a single label to all 10 address prefixes. Then Re
is an LSP egress for all 10 address prefixes. This ensures that
packets for all 10 address prefixes get delivered to Re. However, Re
woul d then have to | ook up the network | ayer address of each such
packet in order to choose the proper interface to send the packet on

Alternatively, one could assign a distinct |abel to each interface.
Then Re is an LSP proxy egress for the 10 address prefixes. This
elinmnates the need for Re to ook up the network [ ayer addresses in
order to forward the packets. However, it can result in the use of a
| arge number of | abels.

An alternative would be to bind all 10 address prefixes to the sane

| evel 1 |abel (which is also bound to the address of the LSR itself),
and then to bind each address prefix to a distinct |evel 2 |abel

The level 2 label would be treated as an attribute of the level 1

| abel binding, which we call the "Stack Attribute". W inpose the
foll owi ng rul es:

- Wien LSR Ru initially labels a hitherto unl abel ed packet, if
the I ongest match for the packet’s destination address is X
and Ru’s LSP next hop for X is Rd, and Rd has distributed to Ru
a binding of label L1 to X, along with a stack attribute of L2,
t hen

Rosen, et al. St andards Track [ Page 43]



RFC 3031 MPLS Architecture January 2001

1. Ru nust push L2 and then L1 onto the packet’'s |abel stack
and then forward t he packet to Rd;

2. When Ru distributes | abel bindings for Xto its |abe
distribution peers, it must include L2 as the stack
attri bute.

3. Wenever the stack attribute changes (possibly as a result
of a change in Ru’s LSP next hop for X), Ru must distribute
the new stack attribute.

Not e that al though the |abel value bound to X may be different at
each hop along the LSP, the stack attribute value is passed
unchanged, and is set by the LSP proxy egress.

Thus the LSP proxy egress for X becones an "inplicit peer" with each
other LSRin the routing area or domain. |In this case, explicit
peering woul d be too unw el dy, because the nunber of peers would
becone too |arge

4. 4. MPLS and Milti-Path Routing

If an LSR supports multiple routes for a particular stream then it
may assign nultiple labels to the stream one for each route. Thus
the reception of a second |abel binding froma particul ar nei ghbor
for a particular address prefix should be taken as neani ng that

ei ther label can be used to represent that address prefix.

If multiple |label bindings for a particular address prefix are
specified, they may have distinct attributes.

4.5, LSP Trees as Miultipoint-to-Point Entities

Consi der the case of packets Pl and P2, each of which has a
destination address whose | ongest match, throughout a particul ar
routing domain, is address prefix X Suppose that the Hop-by-hop
path for Pl is <Rl, R2, R3> and the Hop-by-hop path for P2 is <R4,
R2, R3>. Let’'s suppose that R3 binds label L3 to X, and distributes
this binding to R2. R2 binds label L2 to X, and distributes this
binding to both RL and R4. \Wen R2 receives packet P1, its incom ng
| abel will be L2. R2 will overwite L2 with L3, and send P1 to R3
When R2 receives packet P2, its inconming |label will also be L2. R2
again overwites L2 with L3, and send P2 on to R3.

Note then that when Pl and P2 are traveling fromR2 to R3, they carry

the sane | abel, and as far as MPLS is concerned, they cannot be
di stingui shed. Thus instead of tal king about two distinct LSPs, <R1,
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R2, R3> and <R4, R2, R3> we night talk of a single "Miltipoint-to-
Point LSP Tree", which we m ght denote as <{Rl, R4}, R2, R3>.

This creates a difficulty when we attenpt to use conventional ATM
switches as LSRs. Since conventional ATM swi tches do not support

mul ti poi nt-to-point connections, there nust be procedures to ensure
that each LSP is realized as a point-to-point VC. However, if ATM
swi tches which do support nultipoint-to-point VCs are in use, then
the LSPs can be nost efficiently realized as nultipoint-to-point VCs.
Alternatively, if the SVP Miltipoint Encoding (section 3.25.2) can be
used, the LSPs can be realized as multipoint-to-point SVPs.

4.6. LSP Tunneling between BGP Border Routers

Consi der the case of an Autononbus System A, which carries transit
traffic between other Autononous Systenms. Autononmous System A will
have a nunmber of BGP Border Routers, and a nesh of BGP connections
anong them over which BGP routes are distributed. |n nmany such
cases, it is desirable to avoid distributing the BG routes to
routers which are not BGP Border Routers. |If this can be avoi ded,
the "route distribution |oad" on those routers is significantly
reduced. However, there nust be some neans of ensuring that the
transit traffic will be delivered from Border Router to Border Router
by the interior routers.

This can easily be done by neans of LSP Tunnels. Suppose that BGP
routes are distributed only to BGP Border Routers, and not to the
interior routers that lie along the Hop-by-hop path from Border
Router to Border Router. LSP Tunnels can then be used as foll ows:
1. Each BGP Border Router distributes, to every other BGP Border
Router in the sane Autononous System a |abel for each address
prefix that it distributes to that router via BGP
2. The 1 GP for the Autononpbus System maintains a host route for
each BGP Border Router. Each interior router distributes its
| abel s for these host routes to each of its | GP nei ghbors.
3. Suppose that:
a) BGP Border Router Bl receives an unl abel ed packet P

b) address prefix Xin Bl's routing table is the | ongest natch
for the destination address of P

c) the route to X is a BGP route,

d) the BGP Next Hop for X is B2,
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e) B2 has bound label L1 to X, and has distributed this binding
to B1,

f) the 1GP next hop for the address of B2 is I1,

g) the address of B2 is in Bl's and 11's IGP routing tables as
a host route, and

h) I'1 has bound label L2 to the address of B2, and distributed
this binding to Bl.

Then before sending packet P to 11, Bl nust create a | abe
stack for P, then push on label L1, and then push on |abel L2.

4. Suppose that BGP Border Router Bl receives a | abel ed Packet P
where the |l abel on the top of the | abel stack corresponds to an
address prefix, X, to which the route is a BGP route, and that
conditions 3b, 3c, 3d, and 3e all hold. Then before sending
packet P to |1, Bl nust replace the |abel at the top of the
| abel stack with L1, and then push on | abel L2.

Wth these procedures, a given packet P follows a level 1 LSP all of
whose menbers are BGP Border Routers, and between each pair of BGP
Border Routers in the level 1 LSP, it follows a level 2 LSP

These procedures effectively create a Hop-by-Hop Routed LSP Tunne
bet ween the BGP Border Routers.

Since the BGP border routers are exchangi ng | abel bindings for
address prefixes that are not even known to the IGP routing, the BGP
routers should becone explicit |abel distribution peers with each

ot her.

It is sonetinmes possible to create Hop-by-Hop Routed LSP Tunnel s

bet ween two BGP Border Routers, even if they are not in the sane

Aut ononbus System  Suppose, for exanple, that Bl and B2 are in AS 1.
Suppose that B3 is an EBGP nei ghbor of B2, and is in AS2. Finally,
suppose that B2 and B3 are on sonme network which is conmon to both
Aut ononpus Systens (a "Denilitarized Zone"). |In this case, an LSP
tunnel can be set up directly between B1 and B3 as foll ows:

- B3 distributes routes to B2 (using EBGP), optionally assigning
| abel s to address prefixes;

- B2 redistributes those routes to Bl (using IBGP), indicating
that the BGP next hop for each such route is B3. |[If B3 has
assigned | abels to address prefixes, B2 passes these | abels
al ong, unchanged, to Bl.
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- The 1 GP of AS1 has a host route for B3.
4.7. Other Uses of Hop-by-Hop Routed LSP Tunnel s

The use of Hop-by-Hop Routed LSP Tunnels is not restricted to tunnels
bet ween BGP Next Hops. Any situation in which one might otherw se
have used an encapsul ation tunnel is one in which it is appropriate
to use a Hop-by-Hop Routed LSP Tunnel. |Instead of encapsul ating the
packet with a new header whose destination address is the address of
the tunnel’s receive endpoint, the | abel corresponding to the address
prefix which is the | ongest match for the address of the tunnel’s
recei ve endpoint is pushed on the packet’s |abel stack. The packet
which is sent into the tunnel may or nay not already be | abel ed.

If the transnmit endpoint of the tunnel wi shes to put a | abel ed packet
into the tunnel, it nust first replace the |label value at the top of
the stack with a | abel value that was distributed to it by the
tunnel’s receive endpoint. Then it nust push on the | abel which
corresponds to the tunnel itself, as distributed to it by the next
hop along the tunnel. To allow this, the tunnel endpoints should be
explicit label distribution peers. The |abel bindings they need to
exchange are of no interest to the LSRs al ong the tunnel

4,8. MPLS and Multicast

Mul ticast routing proceeds by constructing nulticast trees. The tree
al ong which a particular nulticast packet nust get forwarded depends
in general on the packet’'s source address and its destination
address. Wenever a particular LSRis a node in a particul ar

nmul ticast tree, it binds a label to that tree. It then distributes
that binding to its parent on the nulticast tree. (If the node in
qguestion is on a LAN, and has siblings on that LAN, it nust also
distribute the binding to its siblings. This allows the parent to
use a single | abel value when multicasting to all children on the
LAN.)

When a nul ticast | abel ed packet arrives, the NHLFE corresponding to
the | abel indicates the set of output interfaces for that packet, as
well as the outgoing label. |If the same | abel encoding technique is
used on all the outgoing interfaces, the very sane packet can be sent
to all the children

5. Label Distribution Procedures (Hop-by-Hop)
In this section, we consider only |abel bindings that are used for
traffic to be I abel switched along its hop-by-hop routed path. In

these cases, the label in question will correspond to an address
prefix in the routing table.
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5.1. The Procedures for Advertising and Using | abels

There are a nunber of different procedures that nay be used to
distribute | abel bindings. Sone are executed by the downstream LSR
and sone by the upstream LSR
The downstream LSR nust perform

- The Distribution Procedure, and

- the Wthdrawal Procedure.
The upstream LSR nust perform

- The Request Procedure, and

- the Not Avail abl e Procedure, and

- the Rel ease Procedure, and

- the I abel Use Procedure.
The MPLS architecture supports several variants of each procedure.
However, the MPLS architecture does not support all possible
conbi nations of all possible variants. The set of supported
conbinations will be described in section 5.2, where the
interoperability between different combinations will also be
di scussed.

5.1.1. Downstream LSR Distribution Procedure

The Distribution Procedure is used by a downstream LSR to determ ne
when it should distribute a label binding for a particul ar address
prefix to its label distribution peers. The architecture supports
four different distribution procedures.
Irrespective of the particular procedure that is used, if a |abe
binding for a particular address prefix has been distributed by a
downstream LSR Rd to an upstream LSR Ru, and if at any time the
attributes (as defined above) of that binding change, then Rd nust
informRu of the new attributes.
If an LSRis maintaining multiple routes to a particul ar address
prefix, it is a local matter as to whether that LSR binds multiple

| abel s to the address prefix (one per route), and hence distributes
mul ti pl e bindi ngs.
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5.1.1.1. PushUnconditiona
Let Rd be an LSR.  Suppose that:
1. X is an address prefix in Rd’s routing table
2. Ruis a label distribution peer of Rd with respect to X
Wienever these conditions hold, Rd nust bind a |abel to X and
distribute that binding to Ru. It is the responsibility of Rd to
keep track of the bindings which it has distributed to Ru, and to

make sure that Ru always has these bindings.

This procedure woul d be used by LSRs which are performing unsolicited
downstream | abel assignnment in the |Independent LSP Control Mode.

5.1.1.2. PushConditiona
Let Rd be an LSR  Suppose that:
1. Xis an address prefix in Rd"s routing table
2. Ruis a label distribution peer of Rd with respect to X
3. Rdis either an LSP Egress or an LSP Proxy Egress for X, or
Rd’s L3 next hop for Xis Rn, where Rn is distinct fromRu, and
Rn has bound a label to X and distributed that binding to Rd.

Then as soon as these conditions all hold, Rd should bind a | abel to
X and distribute that binding to Ru.

Wher eas PushUncondi ti onal causes the distribution of |abel bindings
for all address prefixes in the routing table, PushConditional causes
the distribution of |abel bindings only for those address prefixes
for which one has received | abel bindings fromone’s LSP next hop, or
for which one does not have an MPLS-capabl e L3 next hop

This procedure woul d be used by LSRs which are performing unsolicited
downstream | abel assignment in the Ordered LSP Control Mbde.

5.1.1. 3. PulledUnconditiona
Let Rd be an LSR  Suppose that:
1. Xis an address prefix in Rd"s routing table

2. Ruis a label distribution peer of Rd with respect to X
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3. Ru has explicitly requested that Rd bind a | abel to X and
distribute the binding to Ru

Then Rd should bind a label to X and distribute that binding to Ru.
Note that if Xis not in Rd’s routing table, or if Rd is not a | abe
di stribution peer of Ru with respect to X, then Rd nust informRu
that it cannot provide a binding at this tine.

If Rd has already distributed a binding for address prefix X to Ru,
and it receives a new request fromRu for a binding for address
prefix X, it will bind a second |abel, and distribute the new bi ndi ng
to Ru. The first label binding remains in effect.

This procedure would be used by LSRs perforning downstream on-denand
| abel distribution using the Independent LSP Control Mode.

5.1.1.4. PulledConditional
Let Rd be an LSR  Suppose that:
1. Xis an address prefix in Rd"s routing table
2. Ruis a label distribution peer of Rd with respect to X

3. Ru has explicitly requested that Rd bind a | abel to X and
distribute the binding to Ru

4. Rd is either an LSP Egress or an LSP Proxy Egress for X, or
Rd’s L3 next hop for Xis Rn, where Rn is distinct fromRu, and
Rn has bound a label to X and distributed that binding to Rd

Then as soon as these conditions all hold, Rd should bind a |abel to
X and distribute that binding to Ru. Note that if Xis not in Rd's
routing table and a binding for X is not obtainable via Rd’s next hop
for X, or if Rdis not a |label distribution peer of Ru with respect
to X, then Rd nust informRu that it cannot provide a binding at this
tinme.

However, if the only condition that fails to hold is that Rn has not
yet provided a label to Rd, then Rd nust defer any response to Ru
until such time as it has receiving a binding fromRn.

If Rd has distributed a | abel binding for address prefix X to Ru, and
at some later tinme, any attribute of the |abel binding changes, then
Rd nust redistribute the label binding to Ru, with the new attribute.
It nmust do this even though Ru does not issue a new Request.
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This procedure would be used by LSRs that are perform ng downstream
on-demand | abel allocation in the Ordered LSP Control Mde.

In section 5.2, we wll discuss how to choose the particul ar
procedure to be used at any given tine, and how to ensure
interoperability anong LSRs that choose different procedures.

5.1.2. Upstream LSR Request Procedure

The Request Procedure is used by the upstream LSR for an address
prefix to determine when to explicitly request that the downstream
LSR bind a | abel to that prefix and distribute the binding. There
are three possible procedures that can be used.

5.1.2.1. Request Never

Never make a request. This is useful if the downstream LSR uses the
PushCondi ti onal procedure or the PushUnconditional procedure, but is
not useful if the downstream LSR uses the Pull edUnconditiona
procedure or the the Pull edConditional procedures.

This procedure would be used by an LSR when unsolicited downstream
| abel distribution and Liberal Label Retention Mdde are being used.

5.1.2.2. RequestWienNeeded

Make a request whenever the L3 next hop to the address prefix
changes, or when a new address prefix is |earned, and one doesn’t

al ready have a | abel binding fromthat next hop for the given address
prefix.

This procedure woul d be used by an LSR whenever Conservative Labe
Retenti on Mbde is being used.

5.1.2.3. Request OnRequest

| ssue a request whenever a request is received, in addition to

i ssuing a request when needed (as described in section 5.1.2.2). |If
Ru is not capable of being an LSP ingress, it may issue a request
only when it receives a request from upstream

If Rd receives such a request fromRu, for an address prefix for
whi ch Rd has already distributed Ru a label, Rd shall assign a new
(distinct) label, bind it to X, and distribute that binding.
(Whether Rd can distribute this binding to Ru i nmediately or not
depends on the Distribution Procedure being used.)
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This procedure would be used by an LSR which is doing downstreant on-
denmand | abel distribution, but is not doing |abel nerging, e.g., an
ATM LSR which is not capable of VC nerge

5.1.3. Upstream LSR: Not Avai | abl e Procedure

If Ru and Rd are respectively upstream and downstream | abe

di stribution peers for address prefix X, and Rd is Ru’'s L3 next hop
for X, and Ru requests a binding for X fromRd, but Rd replies that
it cannot provide a binding at this tine, because it has no next hop
for X, then the NotAvail able procedure determ nes how Ru responds
There are two possi bl e procedures governing Ru's behavi or

5.1.3.1. RequestRetry

Ru should issue the request again at a later tine. That is, the
requester is responsible for trying again later to obtain the needed
bi nding. This procedure would be used when downstream on-denand

| abel distribution is used.

5.1.3.2. RequestNoRetry

Ru shoul d never reissue the request, instead assuming that Rd will
provi de the binding autonmatically when it is available. This is
useful if Rd uses the PushUnconditional procedure or the
PushCondi ti onal procedure, i.e., if unsolicited downstream | abe
distribution is used.

Note that if Rd replies that it cannot provide a binding to Ru,
because of sonme error condition, rather than because Rd has no next
hop, the behavior of Ru will be governed by the error recovery
conditions of the |abel distribution protocol, rather than by the
Not Avai | abl e procedure.

5.1.4. Upstream LSR Rel ease Procedure

Suppose that Rd is an LSR whi ch has bound a | abel to address prefix
X, and has distributed that binding to LSR Ru. |If Rd does not happen
to be Ru’s L3 next hop for address prefix X, or has ceased to be Ru's
L3 next hop for address prefix X, then Ru will not be using the

| abel . The Rel ease Procedure determ nes how Ru acts in this case.
There are two possi bl e procedures governing Ru's behavi or

5.1.4.1. Rel easeOnChange
Ru should rel ease the binding, and informRd that it has done so.

This procedure woul d be used to inplenent Conservative Labe
Ret enti on Mdde.
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5.1.4.2. NoRel easeOnChange

Ru should maintain the binding, so that it can use it again
imediately if Rd later becomes Ru's L3 next hop for X. This
procedure would be used to inplenent Liberal Label Retention Mde.

5.1.5. Upstream LSR: | abel Use Procedure
Suppose Ru is an LSR which has received | abel binding L for address
prefix X fromLSR Rd, and Ru is upstreamof Rd with respect to X, and
infact Rd is Ru's L3 next hop for X
Ru will nake use of the binding if Rdis Ru's L3 next hop for X If,
at the tine the binding is received by Ru, Rd is NOT Ru's L3 next hop
for X, Ru does not nake any use of the binding at that tinme. Ru may
however start using the binding at sone later time, if Rd becones
Ru’s L3 next hop for X

The | abel Use Procedure deternines just how Ru nakes use of Rd's
bi ndi ng.

There are two procedures which Ru may use:

5.1.5.1. Uselmedi ate
Ru may put the binding into use imediately. At any tinme when Ru has
a binding for X fromRd, and Rd is Ru’s L3 next hop for X, Rd will
al so be Ru's LSP next hop for X. This procedure is used when | oop
detection is not in use.

5.1.5.2. Usel fLoopNot Det ected
This procedure is the same as Usel mmedi ate, unless Ru has detected a
loop in the LSP. If a |oop has been detected, Ru will discontinue
the use of label L for forwarding packets to Rd.
This procedure is used when | oop detection is in use.

This will continue until the next hop for X changes, or until the
| oop is no |onger detected.

5.1.6. Downstream LSR. Wt hdraw Procedure
In this case, there is only a single procedure.
When LSR Rd decides to break the binding between | abel L and address

prefix X, then this unbinding must be distributed to all LSRs to
whi ch the binding was di stri but ed.
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It is required that the unbinding of L from X be distributed by Rd to
a LSR Ru before Rd distributes to Ru any new binding of L to any
other address prefix Y, where X !=Y. If Ru were to learn of the new
binding of L to Y before it |earned of the unbinding of L from X, and
i f packets matching both X and Y were forwarded by Ru to Rd, then for
a period of tine, Ru would | abel both packets matching X and packets
matching Y with | abel L.

The distribution and withdrawal of |abel bindings is done via a | abe

distribution protocol. Al I|abel distribution protocols require that
a | abel distribution adjacency be established between two | abe
di stribution peers (except inplicit peers). |If LSR RL has a | abe

di stribution adjacency to LSR R2, and has received | abel bindings
fromLSR R2 via that adjacency, then if adjacency is brought down by
ei ther peer (whether as a result of failure or as a matter of norma
operation), all bindings received over that adjacency nust be

consi dered to have been wi t hdrawn.

As long as the relevant |abel distribution adjacency remains in
pl ace, | abel bindings that are withdrawn nust always be w thdrawn

explicitly. |If a second |abel is bound to an address prefix, the
result is not toinplicitly withdraw the first [abel, but to bind
both I abels; this is needed to support multi-path routing. If a

second address prefix is bound to a label, the result is not to
inmplicitly withdraw the binding of that label to the first address
prefix, but to use that [ abel for both address prefixes.

5.2. MPLS Schenes: Supported Combi nations of Procedures

Consider two LSRs, Ru and Rd, which are |abel distribution peers with
respect to sone set of address prefixes, where Ru is the upstream
peer and Rd is the downstream peer

The MPLS schene which governs the interaction of Ru and Rd can be
described as a quintuple of procedures: <Distribution Procedure,
Request Procedure, NotAvail abl e Procedure, Rel ease Procedure,

| abel Use Procedure>. (Since there is only one Wthdraw Procedure, it
need not be nentioned.) A "*" appearing in one of the positions is a
wi | d-card, neaning that any procedure in that category nmay be
present; an "N A" appearing in a particular position indicates that
no procedure in that category is needed.

Only the MPLS schenes which are specified bel ow are supported by the

MPLS Architecture. Qher schenes nay be added in the future, if a
need for themis shown.
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5.2.1. Schenes for LSRs that Support Label Merging

If Ru and Rd are |abel distribution peers, and both support | abe
nmer gi ng, one of the follow ng schenes nmust be used:

1. <PushUnconditional, RequestNever, N A NoRel easeOnChange,
Usel medi at e>

This is unsolicited downstream | abel distribution with
i ndependent control, liberal |abel retention node, and no | oop
det ecti on.

2. <PushUnconditional, RequestNever, N A NoRel easeOnChange,
Usel f LoopNot Det ect ed>

This is unsolicited downstream | abel distribution with
i ndependent control, liberal |abel retention, and | oop
det ecti on.

3. <PushConditional, RequestWenNeeded, RequestNoRetry,
Rel easeOnChange, *>

This is unsolicited downstream | abel distribution with ordered
control (fromthe egress) and conservative | abel retention
node. Loop detection is optional

4. <PushConditional, RequestNever, N A, NoRel easeOnChange, *>

This is unsolicited downstream | abel distribution with ordered
control (fromthe egress) and liberal |abel retention node.
Loop detection is optional

5. <Pul | edConditional, Request\WenNeeded, RequestRetry,
Rel easeOnChange, *>

This is downstream on-dermand | abel distribution with ordered
control (initiated by the ingress), conservative |abe
retenti on node, and optional |oop detection

6. <Pul I edUnconditional, RequestWhenNeeded, N A, Rel easeOnChange,
Usel nmedi at e>

This is downstream on-demand | abel distribution with

i ndependent control and conservative |abel retention node,
wi t hout | oop detection.
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7. <Pull edUnconditional, RequestWhenNeeded, N A, Rel easeOnChange,
Usel f LoopNot Det ect ed>

This is downstream on-denand | abel distribution wth
i ndependent control and conservative |abel retention node, with
| oop detection.

5.2.2. Schenes for LSRs that do not Support Label Merging

Suppose that Rl, R2, R3, and R4 are ATM swi tches which do not support
| abel nerging, but are being used as LSRs. Suppose further that the
L3 hop-by-hop path for address prefix X is <Rl, R2, R3, R4> and that
packets destined for X can enter the network at any of these LSRs.
Since there is no nultipoint-to-point capability, the LSPs nust be
realized as point-to-point VCs, which nmeans that there needs to be
three such VCs for address prefix X <Rl, R2, R3, R4> <R2, R3, R4>,
and <R3, R4>.

Therefore, if RlL and R2 are MPLS peers, and either is an LSR which is
i mpl ement ed usi ng conventional ATM swi tching hardware (i.e., no cell

i nterl eave suppression), or is otherw se incapable of perforning

| abel rmerging, the MPLS schene in use between Rl and R2 nust be one
of the foll ow ng:

1. <Pull edConditional, RequestOnRequest, RequestRetry,
Rel easeOnChange, *>

This is downstream on-denmand | abel distribution with ordered
control (initiated by the ingress), conservative | abel
retention node, and optional | oop detection.

The use of the Request OnRequest procedure will cause R4 to
distribute three labels for X to R3; R3 will distribute 2
|labels for Xto R2, and R2 will distribute one |abel for X to
R1.

2. <Pul | edUncondi ti onal, Request OnRequest, N A, Rel easeOnChange,
Usel medi at e>

This i s downstreanm on-demand | abel distribution with

i ndependent control and conservative | abel retention node,
wi t hout | oop detection.
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3. <Pul | edUnconditional, RequestOnRequest, N A, Rel easeOnChange
Usel f LoopNot Det ect ed>

This is downstream on-denand | abel distribution wth
i ndependent control and conservative |abel retention node, with
| oop detection.

5.2.3. Interoperability Considerations

It is easy to see that certain quintuples do NOT yield viable MPLS
schenes. For exanpl e:

- <Pul | edUncondi ti onal, RequestNever, *, *, *>
<Pul | edCondi ti onal, RequestNever, *, *, *>

In these MPLS schenes, the downstream LSR Rd distributes | abe
bi ndi ngs to upstream LSR Ru only upon request from Ru, but Ru
never nakes any such requests. (bviously, these schenes are
not viable, since they will not result in the proper

di stribution of |abel bindings.

- <* RequestNever, *, *, ReleaseOnChange>

In these MPLS schenes, Rd rel eases bindings when it isn’t using
them but it never asks for themagain, even if it later has a
need for them These schenes thus do not ensure that | abe

bi ndi ngs get properly distributed.

In this section, we specify rules to prevent a pair of |abe

di stribution peers from adopting procedures which lead to infeasible
MPLS Schenes. These rules require either the exchange of infornation
bet ween | abel distribution peers during the initialization of the

| abel distribution adjacency, or a priori know edge of the

i nformati on (obtained through a nmeans outside the scope of this
docunent).

1. Each nust state whether it supports | abel nerging.

2. If Rd does not support |abel nerging, Rd nust choose either the
Pul I edUncondi ti onal procedure or the Pull edConditiona
procedure. |If Rd chooses PulledConditional, Ru is forced to
use the RequestRetry procedure.

That is, if the downstream LSR does not support |abel nerging,
its preferences take priority when the MPLS schene is chosen
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3. If Ru does not support |abel nerging, but Rd does, Ru nust
choose either the RequestRetry or Request NoRetry procedure.
This forces Rd to use the Pull edConditional or
Pul I edUnCondi ti onal procedure respectively.

That is, if only one of the LSRs doesn't support |abel nerging,
its preferences take priority when the MPLS schene is chosen

4. If both Ru and Rd both support |abel nerging, then the choice
bet ween |iberal and conservative | abel retention node bel ongs
to Ru. That is, Ru gets to choose either to use
Request WhenNeeded/ Rel easeOnChange (conservative) , or to use
Request Never/ NoRel easeOnChange (liberal). However, the choice

of "push" vs. "pull" and "conditional" vs. "unconditional"
belongs to Rd. |If Ru chooses liberal |abel retention node, Rd
can choose either PushUnconditional or PushConditional. |If Ru

chooses conservative | abel retention npde, Rd can choose
PushCondi ti onal, Pull edConditional, or Pull edUnconditional

These choi ces together deternine the MPLS schene in use.
6. Security Considerations

Sonme routers nay inplenent security procedures which depend on the
network | ayer header being in a fixed place relative to the data |ink
| ayer header. The MPLS generic encapsul ation inserts a shimbetween
the data Iink [ayer header and the network | ayer header. This may
cause any such security procedures to fail.

An MPLS | abel has its neaning by virtue of an agreenment between the
LSR that puts the label in the |abel stack (the "label witer"), and
the LSR that interprets that |abel (the "label reader"). |If |abeled
packets are accepted fromuntrusted sources, or if a particular

i ncom ng label is accepted froman LSR to which that |abel has not
been distributed, then packets may be routed in an illegitimte
nmanner .

7. Intellectual Property
The |1 ETF has been notified of intellectual property rights clained in
regard to sone or all of the specification contained in this

docunent. For nore information consult the online list of clained
rights.
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1.0 Introduction

This memo describes the principles of Internet traffic engineering.

The objective of the document is to articulate the general issues and
principles for Internet traffic engineering; and where appropriate to
provide recommendations, guidelines, and options for the development
of online and offline Internet traffic engineering capabilities and
support systems.

This document can aid service providers in devising and implementing
traffic engineering solutions for their networks. Networking

hardware and software vendors will also find this document helpful in
the development of mechanisms and support systems for the Internet
environment that support the traffic engineering function.

This document provides a terminology for describing and understanding
common Internet traffic engineering concepts. This document also
provides a taxonomy of known traffic engineering styles. In this
context, a traffic engineering style abstracts important aspects from

a traffic engineering methodology. Traffic engineering styles can be
viewed in different ways depending upon the specific context in which
they are used and the specific purpose which they serve. The
combination of styles and views results in a natural taxonomy of

traffic engineering systems.

Even though Internet traffic engineering is most effective when

applied end-to-end, the initial focus of this document document is
intra-domain traffic engineering (that is, traffic engineering within

a given autonomous system). However, because a preponderance of
Internet traffic tends to be inter-domain (originating in one

autonomous system and terminating in another), this document provides
an overview of aspects pertaining to inter-domain traffic

engineering.

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",

"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119.
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1.1. What is Internet Traffic Engineering?

Internet traffic engineering is defined as that aspect of Internet
network engineering dealing with the issue of performance evaluation
and performance optimization of operational IP networks. Traffic
Engineering encompasses the application of technology and scientific
principles to the measurement, characterization, modeling, and
control of Internet traffic [RFC-2702, AWD?2].

Enhancing the performance of an operational network, at both the
traffic and resource levels, are major objectives of Internet traffic
engineering. This is accomplished by addressing traffic oriented
performance requirements, while utilizing network resources
economically and reliably. Traffic oriented performance measures
include delay, delay variation, packet loss, and throughput.

An important objective of Internet traffic engineering is to

facilitate reliable network operations [RFC-2702]. Reliable network
operations can be facilitated by providing mechanisms that enhance
network integrity and by embracing policies emphasizing network
survivability. This results in a minimization of the vulnerability

of the network to service outages arising from errors, faults, and
failures occurring within the infrastructure.

The Internet exists in order to transfer information from source
nodes to destination nodes. Accordingly, one of the most significant
functions performed by the Internet is the routing of traffic from
ingress nodes to egress nodes. Therefore, one of the most
distinctive functions performed by Internet traffic engineering is

the control and optimization of the routing function, to steer

traffic through the network in the most effective way.

Ultimately, it is the performance of the network as seen by end users
of network services that is truly paramount. This crucial point
should be considered throughout the development of traffic
engineering mechanisms and policies. The characteristics visible to
end users are the emergent properties of the network, which are the
characteristics of the network when viewed as a whole. A central
goal of the service provider, therefore, is to enhance the emergent
properties of the network while taking economic considerations into
account.

The importance of the above observation regarding the emergent
properties of networks is that special care must be taken when
choosing network performance measures to optimize. Optimizing the
wrong measures may achieve certain local objectives, but may have
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disastrous consequences on the emergent properties of the network and
thereby on the quality of service perceived by end-users of network
services.

A subtle, but practical advantage of the systematic application of
traffic engineering concepts to operational networks is that it helps
to identify and structure goals and priorities in terms of enhancing
the quality of service delivered to end-users of network services.
The application of traffic engineering concepts also aids in the
measurement and analysis of the achievement of these goals.

The optimization aspects of traffic engineering can be achieved
through capacity management and traffic management. As used in this
document, capacity management includes capacity planning, routing
control, and resource management. Network resources of particular
interest include link bandwidth, buffer space, and computational
resources. Likewise, as used in this document, traffic management
includes (1) nodal traffic control functions such as traffic

conditioning, queue management, scheduling, and (2) other functions
that regulate traffic flow through the network or that arbitrate

access to network resources between different packets or between
different traffic streams.

The optimization objectives of Internet traffic engineering should be
viewed as a continual and iterative process of network performance
improvement and not simply as a one time goal. Traffic engineering
also demands continual development of new technologies and new
methodologies for network performance enhancement.

The optimization objectives of Internet traffic engineering may

change over time as new requirements are imposed, as new technologies
emerge, or as new insights are brought to bear on the underlying
problems. Moreover, different networks may have different

optimization objectives, depending upon their business models,
capabilities, and operating constraints. The optimization aspects of

traffic engineering are ultimately concerned with network control
regardless of the specific optimization goals in any particular
environment.

Thus, the optimization aspects of traffic engineering can be viewed
from a control perspective. The aspect of control within the
Internet traffic engineering arena can be pro-active and/or reactive.
In the pro-active case, the traffic engineering control system takes
preventive action to obviate predicted unfavorable future network
states. It may also take perfective action to induce a more
desirable state in the future. In the reactive case, the control
system responds correctively and perhaps adaptively to events that
have already transpired in the network.
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The control dimension of Internet traffic engineering responds at
multiple levels of temporal resolution to network events. Certain
aspects of capacity management, such as capacity planning, respond at
very coarse temporal levels, ranging from days to possibly years.
The introduction of automatically switched optical transport networks
(e.g., based on the Multi-protocol Lambda Switching concepts) could
significantly reduce the lifecycle for capacity planning by

expediting provisioning of optical bandwidth. Routing control
functions operate at intermediate levels of temporal resolution,
ranging from milliseconds to days. Finally, the packet level
processing functions (e.g., rate shaping, queue management, and
scheduling) operate at very fine levels of temporal resolution,
ranging from picoseconds to milliseconds while responding to the
real-time statistical behavior of traffic. The subsystems of

Internet traffic engineering control include: capacity augmentation,
routing control, traffic control, and resource control (including

control of service policies at network elements). When capacity is

to be augmented for tactical purposes, it may be desirable to devise
a deployment plan that expedites bandwidth provisioning while
minimizing installation costs.

Inputs into the traffic engineering control system include network
state variables, policy variables, and decision variables.

One major challenge of Internet traffic engineering is the
realization of automated control capabilities that adapt quickly and
cost effectively to significant changes in a network’s state, while
still maintaining stability.

Another critical dimension of Internet traffic engineering is network
performance evaluation, which is important for assessing the
effectiveness of traffic engineering methods, and for monitoring and
verifying compliance with network performance goals. Results from
performance evaluation can be used to identify existing problems,
guide network re-optimization, and aid in the prediction of potential
future problems.

Performance evaluation can be achieved in many different ways. The
most notable techniques include analytical methods, simulation, and
empirical methods based on measurements. When analytical methods or
simulation are used, network nodes and links can be modeled to

capture relevant operational features such as topology, bandwidth,

buffer space, and nodal service policies (link scheduling, packet
prioritization, buffer management, etc.). Analytical traffic models

can be used to depict dynamic and behavioral traffic characteristics,

such as burstiness, statistical distributions, and dependence.
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Performance evaluation can be quite complicated in practical network
contexts. A number of techniques can be used to simplify the
analysis, such as abstraction, decomposition, and approximation. For
example, simplifying concepts such as effective bandwidth and
effective buffer [Elwalid] may be used to approximate nodal behaviors
at the packet level and simplify the analysis at the connection

level. Network analysis techniques using, for example, queuing
models and approximation schemes based on asymptotic and
decomposition techniques can render the analysis even more tractable.
In particular, an emerging set of concepts known as network calculus
[CRUZ] based on deterministic bounds may simplify network analysis
relative to classical stochastic techniques. When using analytical
techniques, care should be taken to ensure that the models faithfully
reflect the relevant operational characteristics of the modeled

network entities.

Simulation can be used to evaluate network performance or to verify
and validate analytical approximations. Simulation can, however, be
computationally costly and may not always provide sufficient
insights. An appropriate approach to a given network performance
evaluation problem may involve a hybrid combination of analytical
techniques, simulation, and empirical methods.

As a general rule, traffic engineering concepts and mechanisms must
be sufficiently specific and well defined to address known
requirements, but simultaneously flexible and extensible to
accommodate unforeseen future demands.

1.2. Scope

The scope of this document is intra-domain traffic engineering; that
is, traffic engineering within a given autonomous system in the
Internet. This document will discuss concepts pertaining to intra-
domain traffic control, including such issues as routing control,
micro and macro resource allocation, and the control coordination
problems that arise consequently.

This document will describe and characterize techniques already in
use or in advanced development for Internet traffic engineering. The
way these techniques fit together will be discussed and scenarios in
which they are useful will be identified.

While this document considers various intra-domain traffic
engineering approaches, it focuses more on traffic engineering with
MPLS. Traffic engineering based upon manipulation of IGP metrics is
not addressed in detail. This topic may be addressed by other
working group document(s).
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Although the emphasis is on intra-domain traffic engineering, in
Section 7.0, an overview of the high level considerations pertaining
to inter-domain traffic engineering will be provided. Inter-domain
Internet traffic engineering is crucial to the performance
enhancement of the global Internet infrastructure.

Whenever possible, relevant requirements from existing IETF documents
and other sources will be incorporated by reference.

1.3 Terminology

This subsection provides terminology which is useful for Internet
traffic engineering. The definitions presented apply to this
document. These terms may have other meanings elsewhere.

- Baseline analysis:
A study conducted to serve as a baseline for comparison to
the actual behavior of the network.

- Busy hour:
A one hour period within a specified interval of time
(typically 24 hours) in which the traffic load in a network
or sub-network is greatest.

- Bottleneck:
A network element whose input traffic rate tends to be
greater than its output rate.

- Congestion:
A state of a network resource in which the traffic incident
on the resource exceeds its output capacity over an interval
of time.

- Congestion avoidance:
An approach to congestion management that attempts to
obviate the occurrence of congestion.

- Congestion control:
An approach to congestion management that attempts to remedy
congestion problems that have already occurred.

- Constraint-based routing:
A class of routing protocols that take specified traffic
attributes, network constraints, and policy constraints into
account when making routing decisions. Constraint-based
routing is applicable to traffic aggregates as well as
flows. Itis a generalization of QoS routing.
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- Demand side congestion management:
A congestion management scheme that addresses congestion
problems by regulating or conditioning offered load.

- Effective bandwidth:
The minimum amount of bandwidth that can be assigned to a
flow or traffic aggregate in order to deliver 'acceptable
service quality’ to the flow or traffic aggregate.

- Egress traffic:
Traffic exiting a network or network element.

- Hot-spot:
A network element or subsystem which is in a state of
congestion.

- Ingress traffic:
Traffic entering a network or network element.

- Inter-domain traffic:
Traffic that originates in one Autonomous system and
terminates in another.

- Loss network:
A network that does not provide adequate buffering for
traffic, so that traffic entering a busy resource within the
network will be dropped rather than queued.

- Metric:
A parameter defined in terms of standard units of
measurement.

- Measurement Methodology:
A repeatable measurement technique used to derive one or
more metrics of interest.

- Network Survivability:
The capability to provide a prescribed level of QoS for
existing services after a given number of failures occur
within the network.

- Offline traffic engineering:

A traffic engineering system that exists outside of the
network.
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- Online traffic engineering:
A traffic engineering system that exists within the network,
typically implemented on or as adjuncts to operational
network elements.

- Performance measures:
Metrics that provide quantitative or qualitative measures of
the performance of systems or subsystems of interest.

- Performance management:
A systematic approach to improving effectiveness in the
accomplishment of specific networking goals related to
performance improvement.

- Performance Metric:
A performance parameter defined in terms of standard units
of measurement.

- Provisioning:
The process of assigning or configuring network resources to
meet certain requests.

- QoS routing:
Class of routing systems that selects paths to be used by a
flow based on the QoS requirements of the flow.

- Service Level Agreement:
A contract between a provider and a customer that guarantees
specific levels of performance and reliability at a certain
cost.

- Stability:
An operational state in which a network does not oscillate
in a disruptive manner from one mode to another mode.

- Supply side congestion management:
A congestion management scheme that provisions additional
network resources to address existing and/or anticipated
congestion problems.

- Transit traffic:
Traffic whose origin and destination are both outside of the
network under consideration.

- Traffic characteristic:

A description of the temporal behavior or a description of
the attributes of a given traffic flow or traffic aggregate.

Awduche, et. al. Informational [Page 10]



RFC 3272 Overview and Principles of Internet TE May 2002

- Traffic engineering system:
A collection of objects, mechanisms, and protocols that are
used conjunctively to accomplish traffic engineering
objectives.

- Traffic flow:
A stream of packets between two end-points that can be
characterized in a certain way. A micro-flow has a more
specific definition: A micro-flow is a stream of packets
with the same source and destination addresses, source and
destination ports, and protocol ID.

- Traffic intensity:
A measure of traffic loading with respect to a resource
capacity over a specified period of time. In classical
telephony systems, traffic intensity is measured in units of
Erlang.

- Traffic matrix:
A representation of the traffic demand between a set of
origin and destination abstract nodes. An abstract node can
consist of one or more network elements.

- Traffic monitoring:
The process of observing traffic characteristics at a given
point in a network and collecting the traffic information
for analysis and further action.

- Traffic trunk:
An aggregation of traffic flows belonging to the same class
which are forwarded through a common path. A traffic trunk
may be characterized by an ingress and egress node, and a
set of attributes which determine its behavioral
characteristics and requirements from the network.

2.0 Background

The Internet has quickly evolved into a very critical communications
infrastructure, supporting significant economic, educational, and

social activities. Simultaneously, the delivery of Internet

communications services has become very competitive and end-users are
demanding very high quality service from their service providers.
Consequently, performance optimization of large scale IP networks,
especially public Internet backbones, have become an important

problem. Network performance requirements are multi-dimensional,
complex, and sometimes contradictory; making the traffic engineering
problem very challenging.
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The network must convey IP packets from ingress nodes to egress nodes
efficiently, expeditiously, and economically. Furthermore, in a
multiclass service environment (e.g., Diffserv capable networks), the
resource sharing parameters of the network must be appropriately
determined and configured according to prevailing policies and
service models to resolve resource contention issues arising from
mutual interference between packets traversing through the network.
Thus, consideration must be given to resolving competition for
network resources between traffic streams belonging to the same
service class (intra-class contention resolution) and traffic streams
belonging to different classes (inter-class contention resolution).

2.1 Context of Internet Traffic Engineering

The context of Internet traffic engineering pertains to the scenarios
where traffic engineering is used. A traffic engineering methodology
establishes appropriate rules to resolve traffic performance issues
occurring in a specific context. The context of Internet traffic
engineering includes:

(1) A network context defining the universe of discourse, and in
particular the situations in which the traffic engineering
problems occur. The network context includes network
structure, network policies, network characteristics,
network constraints, network quality attributes, and network
optimization criteria.

(2) A problem context defining the general and concrete issues
that traffic engineering addresses. The problem context
includes identification, abstraction of relevant features,
representation, formulation, specification of the
requirements on the solution space, and specification of the
desirable features of acceptable solutions.

(3) A solution context suggesting how to address the issues
identified by the problem context. The solution context
includes analysis, evaluation of alternatives, prescription,
and resolution.

(4) An implementation and operational context in which the
solutions are methodologically instantiated. The
implementation and operational context includes planning,
organization, and execution.

The context of Internet traffic engineering and the different problem
scenarios are discussed in the following subsections.
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2.2 Network Context

IP networks range in size from small clusters of routers situated
within a given location, to thousands of interconnected routers,
switches, and other components distributed all over the world.

Conceptually, at the most basic level of abstraction, an IP network
can be represented as a distributed dynamical system consisting of:
(1) a set of interconnected resources which provide transport
services for IP traffic subject to certain constraints, (2) a demand
system representing the offered load to be transported through the
network, and (3) a response system consisting of network processes,
protocols, and related mechanisms which facilitate the movement of
traffic through the network [see also AWD?2].

The network elements and resources may have specific characteristics
restricting the manner in which the demand is handled. Additionally,
network resources may be equipped with traffic control mechanisms
superintending the way in which the demand is serviced. Traffic
control mechanisms may, for example, be used to control various
packet processing activities within a given resource, arbitrate
contention for access to the resource by different packets, and
regulate traffic behavior through the resource. A configuration
management and provisioning system may allow the settings of the
traffic control mechanisms to be manipulated by external or internal
entities in order to exercise control over the way in which the
network elements respond to internal and external stimuli.

The details of how the network provides transport services for

packets are specified in the policies of the network administrators

and are installed through network configuration management and policy
based provisioning systems. Generally, the types of services

provided by the network also depends upon the technology and
characteristics of the network elements and protocols, the prevailing
service and utility models, and the ability of the network

administrators to translate policies into network configurations.

Contemporary Internet networks have three significant
characteristics: (1) they provide real-time services, (2) they have
become mission critical, and (3) their operating environments are
very dynamic. The dynamic characteristics of IP networks can be
attributed in part to fluctuations in demand, to the interaction
between various network protocols and processes, to the rapid
evolution of the infrastructure which demands the constant inclusion
of new technologies and new network elements, and to transient and
persistent impairments which occur within the system.

Awduche, et. al. Informational [Page 13]



RFC 3272 Overview and Principles of Internet TE May 2002

Packets contend for the use of network resources as they are conveyed
through the network. A network resource is considered to be
congested if the arrival rate of packets exceed the output capacity

of the resource over an interval of time. Congestion may result in

some of the arrival packets being delayed or even dropped.

Congestion increases transit delays, delay variation, packet loss,
and reduces the predictability of network services. Clearly,
congestion is a highly undesirable phenomenon.

Combating congestion at a reasonable cost is a major objective of
Internet traffic engineering.

Efficient sharing of network resources by multiple traffic streams is

a basic economic premise for packet switched networks in general and
for the Internet in particular. A fundamental challenge in network
operation, especially in a large scale public IP network, is to

increase the efficiency of resource utilization while minimizing the
possibility of congestion.

Increasingly, the Internet will have to function in the presence of
different classes of traffic with different service requirements.

The advent of Differentiated Services [RFC-2475] makes this
requirement particularly acute. Thus, packets may be grouped into
behavior aggregates such that each behavior aggregate may have a
common set of behavioral characteristics or a common set of delivery
requirements. In practice, the delivery requirements of a specific

set of packets may be specified explicitly or implicitly. Two of the
most important traffic delivery requirements are capacity constraints
and QoS constraints.

Capacity constraints can be expressed statistically as peak rates,
mean rates, burst sizes, or as some deterministic notion of effective
bandwidth. QoS requirements can be expressed in terms of (1)
integrity constraints such as packet loss and (2) in terms of
temporal constraints such as timing restrictions for the delivery of
each packet (delay) and timing restrictions for the delivery of
consecutive packets belonging to the same traffic stream (delay
variation).

2.3 Problem Context
Fundamental problems exist in association with the operation of a
network described by the simple model of the previous subsection.

This subsection reviews the problem context in relation to the
traffic engineering function.
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The identification, abstraction, representation, and measurement of
network features relevant to traffic engineering is a significant
issue.

One particularly important class of problems concerns how to
explicitly formulate the problems that traffic engineering attempts

to solve, how to identify the requirements on the solution space, how
to specify the desirable features of good solutions, how to actually
solve the problems, and how to measure and characterize the
effectiveness of the solutions.

Another class of problems concerns how to measure and estimate
relevant network state parameters. Effective traffic engineering
relies on a good estimate of the offered traffic load as well as a

view of the underlying topology and associated resource constraints.
A network-wide view of the topology is also a must for offline
planning.

Still another class of problems concerns how to characterize the

state of the network and how to evaluate its performance under a
variety of scenarios. The performance evaluation problem is two-
fold. One aspect of this problem relates to the evaluation of the
system level performance of the network. The other aspect relates to
the evaluation of the resource level performance, which restricts
attention to the performance analysis of individual network

resources. In this memo, we refer to the system level

characteristics of the network as the "macro-states" and the resource
level characteristics as the "micro-states." The system level
characteristics are also known as the emergent properties of the
network as noted earlier. Correspondingly, we shall refer to the
traffic engineering schemes dealing with network performance
optimization at the systems level as "macro-TE" and the schemes that
optimize at the individual resource level as "micro-TE." Under

certain circumstances, the system level performance can be derived
from the resource level performance using appropriate rules of
composition, depending upon the particular performance measures of
interest.

Another fundamental class of problems concerns how to effectively
optimize network performance. Performance optimization may entail
translating solutions to specific traffic engineering problems into
network configurations. Optimization may also entail some degree of
resource management control, routing control, and/or capacity
augmentation.
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As noted previously, congestion is an undesirable phenomena in
operational networks. Therefore, the next subsection addresses the
issue of congestion and its ramifications within the problem context
of Internet traffic engineering.

2.3.1 Congestion and its Ramifications

Congestion is one of the most significant problems in an operational
IP context. A network element is said to be congested if it
experiences sustained overload over an interval of time. Congestion
almost always results in degradation of service quality to end users.
Congestion control schemes can include demand side policies and
supply side policies. Demand side policies may restrict access to
congested resources and/or dynamically regulate the demand to
alleviate the overload situation. Supply side policies may expand or
augment network capacity to better accommodate offered traffic.
Supply side policies may also re-allocate network resources by
redistributing traffic over the infrastructure. Traffic

redistribution and resource re-allocation serve to increase the
‘effective capacity’ seen by the demand.

The emphasis of this memo is primarily on congestion management
schemes falling within the scope of the network, rather than on
congestion management systems dependent upon sensitivity and
adaptivity from end-systems. That is, the aspects that are
considered in this memo with respect to congestion management are
those solutions that can be provided by control entities operating on
the network and by the actions of network administrators and network
operations systems.

2.4 Solution Context

The solution context for Internet traffic engineering involves
analysis, evaluation of alternatives, and choice between alternative
courses of action. Generally the solution context is predicated on
making reasonable inferences about the current or future state of the
network, and subsequently making appropriate decisions that may
involve a preference between alternative sets of action. More
specifically, the solution context demands reasonable estimates of
traffic workload, characterization of network state, deriving

solutions to traffic engineering problems which may be implicitly or
explicitly formulated, and possibly instantiating a set of control
actions. Control actions may involve the manipulation of parameters
associated with routing, control over tactical capacity acquisition,
and control over the traffic management functions.

The following list of instruments may be applicable to the solution
context of Internet traffic engineering.
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(1) A set of policies, objectives, and requirements (which may
be context dependent) for network performance evaluation and
performance optimization.

(2) A collection of online and possibly offline tools and
mechanisms for measurement, characterization, modeling, and
control of Internet traffic and control over the placement
and allocation of network resources, as well as control over
the mapping or distribution of traffic onto the
infrastructure.

(3) A set of constraints on the operating environment, the
network protocols, and the traffic engineering system
itself.

(4) A set of quantitative and qualitative techniques and
methodologies for abstracting, formulating, and solving
traffic engineering problems.

(5) A set of administrative control parameters which may be
manipulated through a Configuration Management (CM) system.
The CM system itself may include a configuration control
subsystem, a configuration repository, a configuration
accounting subsystem, and a configuration auditing
subsystem.

(6) A set of guidelines for network performance evaluation,
performance optimization, and performance improvement.

Derivation of traffic characteristics through measurement and/or
estimation is very useful within the realm of the solution space for
traffic engineering. Traffic estimates can be derived from customer
subscription information, traffic projections, traffic models, and

from actual empirical measurements. The empirical measurements may
be performed at the traffic aggregate level or at the flow level in

order to derive traffic statistics at various levels of detail.
Measurements at the flow level or on small traffic aggregates may be
performed at edge nodes, where traffic enters and leaves the network.
Measurements at large traffic aggregate levels may be performed
within the core of the network where potentially numerous traffic

flows may be in transit concurrently.

To conduct performance studies and to support planning of existing
and future networks, a routing analysis may be performed to determine
the path(s) the routing protocols will choose for various traffic
demands, and to ascertain the utilization of network resources as
traffic is routed through the network. The routing analysis should
capture the selection of paths through the network, the assignment of

Awduche, et. al. Informational [Page 17]



RFC 3272 Overview and Principles of Internet TE May 2002

traffic across multiple feasible routes, and the multiplexing of IP

traffic over traffic trunks (if such constructs exists) and over the
underlying network infrastructure. A network topology model is a
necessity for routing analysis. A network topology model may be
extracted from network architecture documents, from network designs,
from information contained in router configuration files, from

routing databases, from routing tables, or from automated tools that
discover and depict network topology information. Topology
information may also be derived from servers that monitor network
state, and from servers that perform provisioning functions.

Routing in operational IP networks can be administratively controlled
at various levels of abstraction including the manipulation of BGP
attributes and manipulation of IGP metrics. For path oriented
technologies such as MPLS, routing can be further controlled by the
manipulation of relevant traffic engineering parameters, resource
parameters, and administrative policy constraints. Within the
context of MPLS, the path of an explicit label switched path (LSP)
can be computed and established in various ways including: (1)
manually, (2) automatically online using constraint-based routing
processes implemented on label switching routers, and (3)
automatically offline using constraint-based routing entities
implemented on external traffic engineering support systems.

2.4.1 Combating the Congestion Problem

Minimizing congestion is a significant aspect of Internet traffic
engineering. This subsection gives an overview of the general
approaches that have been used or proposed to combat congestion
problems.

Congestion management policies can be categorized based upon the
following criteria (see e.g., [YARE95] for a more detailed taxonomy

of congestion control schemes): (1) Response time scale which can be
characterized as long, medium, or short; (2) reactive versus

preventive which relates to congestion control and congestion
avoidance; and (3) supply side versus demand side congestion
management schemes. These aspects are discussed in the following
paragraphs.

(1) Congestion Management based on Response Time Scales

- Long (weeks to months): Capacity planning works over a relatively
long time scale to expand network capacity based on estimates or
forecasts of future traffic demand and traffic distribution. Since
router and link provisioning take time and are generally expensive,
these upgrades are typically carried out in the weeks-to-months or
even years time scale.
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- Medium (minutes to days): Several control policies fall within the
medium time scale category. Examples include: (1) Adjusting IGP
and/or BGP parameters to route traffic away or towards certain
segments of the network; (2) Setting up and/or adjusting some
explicitly routed label switched paths (ER-LSPS) in MPLS networks to
route some traffic trunks away from possibly congested resources or
towards possibly more favorable routes; (3) re-configuring the

logical topology of the network to make it correlate more closely

with the spatial traffic distribution using for example some

underlying path-oriented technology such as MPLS LSPs, ATM PVCs, or
optical channel trails. Many of these adaptive medium time scale
response schemes rely on a measurement system that monitors changes
in traffic distribution, traffic shifts, and network resource

utilization and subsequently provides feedback to the online and/or
offline traffic engineering mechanisms and tools which employ this
feedback information to trigger certain control actions to occur

within the network. The traffic engineering mechanisms and tools can
be implemented in a distributed fashion or in a centralized fashion,
and may have a hierarchical structure or a flat structure. The
comparative merits of distributed and centralized control structures
for networks are well known. A centralized scheme may have global
visibility into the network state and may produce potentially more
optimal solutions. However, centralized schemes are prone to single
points of failure and may not scale as well as distributed schemes.
Moreover, the information utilized by a centralized scheme may be
stale and may not reflect the actual state of the network. It is not

an objective of this memo to make a recommendation between
distributed and centralized schemes. This is a choice that network
administrators must make based on their specific needs.

- Short (picoseconds to minutes): This category includes packet level
processing functions and events on the order of several round trip
times. Itincludes router mechanisms such as passive and active

buffer management. These mechanisms are used to control congestion
and/or signal congestion to end systems so that they can adaptively
regulate the rate at which traffic is injected into the network. One

of the most popular active queue management schemes, especially for
TCP traffic, is Random Early Detection (RED) [FLJA93], which supports
congestion avoidance by controlling the average queue size. During
congestion (but before the queue is filled), the RED scheme chooses
arriving packets to "mark" according to a probabilistic algorithm

which takes into account the average queue size. For a router that
does not utilize explicit congestion notification (ECN) see e.g.,
[FLOY94], the marked packets can simply be dropped to signal the
inception of congestion to end systems. On the other hand, if the
router supports ECN, then it can set the ECN field in the packet
header. Several variations of RED have been proposed to support
different drop precedence levels in multi-class environments [RFC-

Awduche, et. al. Informational [Page 19]



RFC 3272 Overview and Principles of Internet TE May 2002

2597], e.g., RED with In and Out (RIO) and Weighted RED. There is
general consensus that RED provides congestion avoidance performance
which is not worse than traditional Tail-Drop (TD) queue management
(drop arriving packets only when the queue is full). Importantly,

however, RED reduces the possibility of global synchronization and
improves fairness among different TCP sessions. However, RED by
itself can not prevent congestion and unfairness caused by sources
unresponsive to RED, e.g., UDP traffic and some misbehaved greedy
connections. Other schemes have been proposed to improve the
performance and fairness in the presence of unresponsive traffic.

Some of these schemes were proposed as theoretical frameworks and are
typically not available in existing commercial products. Two such
schemes are Longest Queue Drop (LQD) and Dynamic Soft Partitioning
with Random Drop (RND) [SLDC98].

(2) Congestion Management: Reactive versus Preventive Schemes

- Reactive: reactive (recovery) congestion management policies react

to existing congestion problems to improve it. All the policies

described in the long and medium time scales above can be categorized
as being reactive especially if the policies are based on monitoring

and identifying existing congestion problems, and on the initiation

of relevant actions to ease a situation.

- Preventive: preventive (predictive/avoidance) policies take
proactive action to prevent congestion based on estimates and
predictions of future potential congestion problems. Some of the
policies described in the long and medium time scales fall into this
category. They do not necessarily respond immediately to existing
congestion problems. Instead forecasts of traffic demand and
workload distribution are considered and action may be taken to
prevent potential congestion problems in the future. The schemes
described in the short time scale (e.g., RED and its variations, ECN,
LQD, and RND) are also used for congestion avoidance since dropping
or marking packets before queues actually overflow would trigger
corresponding TCP sources to slow down.

(3) Congestion Management: Supply Side versus Demand Side Schemes

- Supply side: supply side congestion management policies increase
the effective capacity available to traffic in order to control or

obviate congestion. This can be accomplished by augmenting capacity.
Another way to accomplish this is to minimize congestion by having a
relatively balanced distribution of traffic over the network. For

example, capacity planning should aim to provide a physical topology
and associated link bandwidths that match estimated traffic workload
and traffic distribution based on forecasting (subject to budgetary

and other constraints). However, if actual traffic distribution does
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not match the topology derived from capacity panning (due to
forecasting errors or facility constraints for example), then the

traffic can be mapped onto the existing topology using routing

control mechanisms, using path oriented technologies (e.g., MPLS LSPs
and optical channel trails) to modify the logical topology, or by

using some other load redistribution mechanisms.

- Demand side: demand side congestion management policies control or
regulate the offered traffic to alleviate congestion problems. For
example, some of the short time scale mechanisms described earlier
(such as RED and its variations, ECN, LQD, and RND) as well as
policing and rate shaping mechanisms attempt to regulate the offered
load in various ways. Tariffs may also be applied as a demand side
instrument. To date, however, tariffs have not been used as a means

of demand side congestion management within the Internet.

In summary, a variety of mechanisms can be used to address congestion
problems in IP networks. These mechanisms may operate at multiple
time-scales.

2.5 Implementation and Operational Context

The operational context of Internet traffic engineering is

characterized by constant change which occur at multiple levels of
abstraction. The implementation context demands effective planning,
organization, and execution. The planning aspects may involve
determining prior sets of actions to achieve desired objectives.
Organizing involves arranging and assigning responsibility to the
various components of the traffic engineering system and coordinating
the activities to accomplish the desired TE objectives. Execution
involves measuring and applying corrective or perfective actions to
attain and maintain desired TE goals.

3.0 Traffic Engineering Process Model(s)

This section describes a generic process model that captures the high
level practical aspects of Internet traffic engineering in an

operational context. The process model is described as a sequence of
actions that a traffic engineer, or more generally a traffic

engineering system, must perform to optimize the performance of an
operational network (see also [RFC-2702, AWD2]). The process model
described here represents the broad activities common to most traffic
engineering methodologies although the details regarding how traffic
engineering is executed may differ from network to network. This
process model may be enacted explicitly or implicitly, by an

automaton and/or by a human.
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The traffic engineering process model is iterative [AWD2]. The four
phases of the process model described below are repeated continually.

The first phase of the TE process model is to define the relevant
control policies that govern the operation of the network. These
policies may depend upon many factors including the prevailing
business model, the network cost structure, the operating
constraints, the utility model, and optimization criteria.

The second phase of the process model is a feedback mechanism
involving the acquisition of measurement data from the operational
network. If empirical data is not readily available from the

network, then synthetic workloads may be used instead which reflect
either the prevailing or the expected workload of the network.
Synthetic workloads may be derived by estimation or extrapolation
using prior empirical data. Their derivation may also be obtained
using mathematical models of traffic characteristics or other means.

The third phase of the process model is to analyze the network state
and to characterize traffic workload. Performance analysis may be
proactive and/or reactive. Proactive performance analysis identifies
potential problems that do not exist, but could manifest in the

future. Reactive performance analysis identifies existing problems,
determines their cause through diagnosis, and evaluates alternative
approaches to remedy the problem, if necessary. A number of
guantitative and qualitative techniques may be used in the analysis
process, including modeling based analysis and simulation. The
analysis phase of the process model may involve investigating the
concentration and distribution of traffic across the network or
relevant subsets of the network, identifying the characteristics of
the offered traffic workload, identifying existing or potential
bottlenecks, and identifying network pathologies such as ineffective
link placement, single points of failures, etc. Network pathologies
may result from many factors including inferior network architecture,
inferior network design, and configuration problems. A traffic

matrix may be constructed as part of the analysis process. Network
analysis may also be descriptive or prescriptive.

The fourth phase of the TE process model is the performance
optimization of the network. The performance optimization phase
involves a decision process which selects and implements a set of
actions from a set of alternatives. Optimization actions may include
the use of appropriate techniques to either control the offered

traffic or to control the distribution of traffic across the network.
Optimization actions may also involve adding additional links or
increasing link capacity, deploying additional hardware such as
routers and switches, systematically adjusting parameters associated
with routing such as IGP metrics and BGP attributes, and adjusting
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traffic management parameters. Network performance optimization may
also involve starting a network planning process to improve the

network architecture, network design, network capacity, network
technology, and the configuration of network elements to accommodate
current and future growth.

3.1 Components of the Traffic Engineering Process Model

The key components of the traffic engineering process model include a
measurement subsystem, a modeling and analysis subsystem, and an
optimization subsystem. The following subsections examine these
components as they apply to the traffic engineering process model.

3.2 Measurement

Measurement is crucial to the traffic engineering function. The
operational state of a network can be conclusively determined only
through measurement. Measurement is also critical to the
optimization function because it provides feedback data which is used
by traffic engineering control subsystems. This data is used to
adaptively optimize network performance in response to events and
stimuli originating within and outside the network. Measurement is
also needed to determine the quality of network services and to
evaluate the effectiveness of traffic engineering policies.

Experience suggests that measurement is most effective when acquired
and applied systematically.

When developing a measurement system to support the traffic
engineering function in IP networks, the following questions should

be carefully considered: Why is measurement needed in this particular
context? What parameters are to be measured? How should the
measurement be accomplished? Where should the measurement be
performed? When should the measurement be performed? How frequently
should the monitored variables be measured? What level of
measurement accuracy and reliability is desirable? What level of
measurement accuracy and reliability is realistically attainable? To
what extent can the measurement system permissibly interfere with the
monitored network components and variables? What is the acceptable
cost of measurement? The answers to these questions will determine
the measurement tools and methodologies appropriate in any given
traffic engineering context.

It should also be noted that there is a distinction between

measurement and evaluation. Measurement provides raw data concerning
state parameters and variables of monitored network elements.

Evaluation utilizes the raw data to make inferences regarding the
monitored system.
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Measurement in support of the TE function can occur at different
levels of abstraction. For example, measurement can be used to
derive packet level characteristics, flow level characteristics, user
or customer level characteristics, traffic aggregate characteristics,
component level characteristics, and network wide characteristics.

3.3 Modeling, Analysis, and Simulation

Modeling and analysis are important aspects of Internet traffic
engineering. Modeling involves constructing an abstract or physical
representation which depicts relevant traffic characteristics and
network attributes.

A network model is an abstract representation of the network which
captures relevant network features, attributes, and characteristics,
such as link and nodal attributes and constraints. A network model
may facilitate analysis and/or simulation which can be used to
predict network performance under various conditions as well as to
guide network expansion plans.

In general, Internet traffic engineering models can be classified as
either structural or behavioral. Structural models focus on the
organization of the network and its components. Behavioral models
focus on the dynamics of the network and the traffic workload.
Modeling for Internet traffic engineering may also be formal or
informal.

Accurate behavioral models for traffic sources are particularly

useful for analysis. Development of behavioral traffic source models
that are consistent with empirical data obtained from operational
networks is a major research topic in Internet traffic engineering.
These source models should also be tractable and amenable to
analysis. The topic of source models for IP traffic is a research
topic and is therefore outside the scope of this document. Its
importance, however, must be emphasized.

Network simulation tools are extremely useful for traffic

engineering. Because of the complexity of realistic quantitative
analysis of network behavior, certain aspects of network performance
studies can only be conducted effectively using simulation. A good
network simulator can be used to mimic and visualize network
characteristics under various conditions in a safe and non-disruptive
manner. For example, a network simulator may be used to depict
congested resources and hot spots, and to provide hints regarding
possible solutions to network performance problems. A good simulator
may also be used to validate the effectiveness of planned solutions

to network issues without the need to tamper with the operational
network, or to commence an expensive network upgrade which may not
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achieve the desired objectives. Furthermore, during the process of
network planning, a network simulator may reveal pathologies such as
single points of failure which may require additional redundancy, and
potential bottlenecks and hot spots which may require additional
capacity.

Routing simulators are especially useful in large networks. A
routing simulator may identify planned links which may not actually
be used to route traffic by the existing routing protocols.

Simulators can also be used to conduct scenario based and
perturbation based analysis, as well as sensitivity studies.
Simulation results can be used to initiate appropriate actions in
various ways. For example, an important application of network
simulation tools is to investigate and identify how best to make the
network evolve and grow, in order to accommodate projected future
demands.

3.4 Optimization

Network performance optimization involves resolving network issues by
transforming such issues into concepts that enable a solution,
identification of a solution, and implementation of the solution.

Network performance optimization can be corrective or perfective. In
corrective optimization, the goal is to remedy a problem that has
occurred or that is incipient. In perfective optimization, the goal

is to improve network performance even when explicit problems do not
exist and are not anticipated.

Network performance optimization is a continual process, as noted
previously. Performance optimization iterations may consist of
real-time optimization sub-processes and non-real-time network
planning sub-processes. The difference between real-time
optimization and network planning is primarily in the relative time-
scale in which they operate and in the granularity of actions. One

of the objectives of a real-time optimization sub-process is to

control the mapping and distribution of traffic over the existing

network infrastructure to avoid and/or relieve congestion, to assure
satisfactory service delivery, and to optimize resource utilization.
Real-time optimization is needed because random incidents such as
fiber cuts or shifts in traffic demand will occur irrespective of how

well a network is designed. These incidents can cause congestion and
other problems to manifest in an operational network. Real-time
optimization must solve such problems in small to medium time-scales
ranging from micro-seconds to minutes or hours. Examples of real-
time optimization include queue management, IGP/BGP metric tuning,
and using technologies such as MPLS explicit LSPs to change the paths
of some traffic trunks [XIAO].
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One of the functions of the network planning sub-process is to

initiate actions to systematically evolve the architecture,

technology, topology, and capacity of a network. When a problem
exists in the network, real-time optimization should provide an
immediate remedy. Because a prompt response is necessary, the real-
time solution may not be the best possible solution. Network

planning may subsequently be needed to refine the solution and
improve the situation. Network planning is also required to expand

the network to support traffic growth and changes in traffic

distribution over time. As previously noted, a change in the

topology and/or capacity of the network may be the outcome of network
planning.

Clearly, network planning and real-time performance optimization are
mutually complementary activities. A well-planned and designed
network makes real-time optimization easier, while a systematic
approach to real-time network performance optimization allows network
planning to focus on long term issues rather than tactical
considerations. Systematic real-time network performance
optimization also provides valuable inputs and insights toward

network planning.

Stability is an important consideration in real-time network
performance optimization. This aspect will be repeatedly addressed
throughout this memao.

4.0 Historical Review and Recent Developments

This section briefly reviews different traffic engineering approaches
proposed and implemented in telecommunications and computer networks.
The discussion is not intended to be comprehensive. It is primarily
intended to illuminate pre-existing perspectives and prior art

concerning traffic engineering in the Internet and in legacy
telecommunications networks.

4.1 Traffic Engineering in Classical Telephone Networks

This subsection presents a brief overview of traffic engineering in
telephone networks which often relates to the way user traffic is
steered from an originating node to the terminating node. This
subsection presents a brief overview of this topic. A detailed
description of the various routing strategies applied in telephone
networks is included in the book by G. Ash [ASHZ2].

The early telephone network relied on static hierarchical routing,
whereby routing patterns remained fixed independent of the state of
the network or time of day. The hierarchy was intended to
accommodate overflow traffic, improve network reliability via

Awduche, et. al. Informational [Page 26]



RFC 3272 Overview and Principles of Internet TE May 2002

alternate routes, and prevent call looping by employing strict
hierarchical rules. The network was typically over-provisioned since

a given fixed route had to be dimensioned so that it could carry user
traffic during a busy hour of any busy day. Hierarchical routing in

the telephony network was found to be too rigid upon the advent of
digital switches and stored program control which were able to manage
more complicated traffic engineering rules.

Dynamic routing was introduced to alleviate the routing inflexibility
in the static hierarchical routing so that the network would operate
more efficiently. This resulted in significant economic gains
[HUSS87]. Dynamic routing typically reduces the overall loss
probability by 10 to 20 percent (compared to static hierarchical
routing). Dynamic routing can also improve network resilience by
recalculating routes on a per-call basis and periodically updating
routes.

There are three main types of dynamic routing in the telephone
network. They are time-dependent routing, state-dependent routing
(SDR), and event dependent routing (EDR).

In time-dependent routing, regular variations in traffic loads (such

as time of day or day of week) are exploited in pre-planned routing
tables. In state-dependent routing, routing tables are updated

online according to the current state of the network (e.qg., traffic
demand, utilization, etc.). In event dependent routing, routing

changes are incepted by events (such as call setups encountering
congested or blocked links) whereupon new paths are searched out
using learning models. EDR methods are real-time adaptive, but they
do not require global state information as does SDR. Examples of EDR
schemes include the dynamic alternate routing (DAR) from BT, the
state-and-time dependent routing (STR) from NTT, and the success-to-
the-top (STT) routing from AT&T.

Dynamic non-hierarchical routing (DNHR) is an example of dynamic
routing that was introduced in the AT&T toll network in the 1980's to
respond to time-dependent information such as regular load variations
as a function of time. Time-dependent information in terms of load
may be divided into three time scales: hourly, weekly, and yearly.
Correspondingly, three algorithms are defined to pre-plan the routing
tables. The network design algorithm operates over a year-long
interval while the demand servicing algorithm operates on a weekly
basis to fine tune link sizes and routing tables to correct forecast
errors on the yearly basis. At the smallest time scale, the routing
algorithm is used to make limited adjustments based on daily traffic
variations. Network design and demand servicing are computed using
offline calculations. Typically, the calculations require extensive
searches on possible routes. On the other hand, routing may need
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online calculations to handle crankback. DNHR adopts a "two-link"
approach whereby a path can consist of two links at most. The
routing algorithm presents an ordered list of route choices between
an originating switch and a terminating switch. If a call overflows,

a via switch (a tandem exchange between the originating switch and
the terminating switch) would send a crankback signal to the
originating switch. This switch would then select the next route,

and so on, until there are no alternative routes available in which
the call is blocked.

4.2 Evolution of Traffic Engineering in Packet Networks

This subsection reviews related prior work that was intended to

improve the performance of data networks. Indeed, optimization of

the performance of data networks started in the early days of the
ARPANET. Other early commercial networks such as SNA also recognized
the importance of performance optimization and service

differentiation.

In terms of traffic management, the Internet has been a best effort
service environment until recently. In particular, very limited

traffic management capabilities existed in IP networks to provide
differentiated queue management and scheduling services to packets
belonging to different classes.

In terms of routing control, the Internet has employed distributed
protocols for intra-domain routing. These protocols are highly
scalable and resilient. However, they are based on simple algorithms
for path selection which have very limited functionality to allow
flexible control of the path selection process.

In the following subsections, the evolution of practical traffic
engineering mechanisms in IP networks and its predecessors are
reviewed.

4.2.1 Adaptive Routing in the ARPANET

The early ARPANET recognized the importance of adaptive routing where
routing decisions were based on the current state of the network
[MCQ80]. Early minimum delay routing approaches forwarded each
packet to its destination along a path for which the total estimated

transit time was the smallest. Each node maintained a table of

network delays, representing the estimated delay that a packet would
experience along a given path toward its destination. The minimum

delay table was periodically transmitted by a node to its neighbors.

The shortest path, in terms of hop count, was also propagated to give

the connectivity information.
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One drawback to this approach is that dynamic link metrics tend to
create "traffic magnets" causing congestion to be shifted from one
location of a network to another location, resulting in oscillation
and network instability.

4.2.2 Dynamic Routing in the Internet

The Internet evolved from the APARNET and adopted dynamic routing
algorithms with distributed control to determine the paths that

packets should take en-route to their destinations. The routing
algorithms are adaptations of shortest path algorithms where costs

are based on link metrics. The link metric can be based on static or
dynamic quantities. The link metric based on static quantities may

be assigned administratively according to local criteria. The link
metric based on dynamic quantities may be a function of a network
congestion measure such as delay or packet loss.

It was apparent early that static link metric assignment was
inadequate because it can easily lead to unfavorable scenarios in
which some links become congested while others remain lightly loaded.
One of the many reasons for the inadequacy of static link metrics is
that link metric assignment was often done without considering the
traffic matrix in the network. Also, the routing protocols did not
take traffic attributes and capacity constraints into account when
making routing decisions. This results in traffic concentration

being localized in subsets of the network infrastructure and
potentially causing congestion. Even if link metrics are assigned in
accordance with the traffic matrix, unbalanced loads in the network
can still occur due to a number factors including:

- Resources may not be deployed in the most optimal locations
from a routing perspective.

- Forecasting errors in traffic volume and/or traffic
distribution.

- Dynamics in traffic matrix due to the temporal nature of
traffic patterns, BGP policy change from peers, etc.

The inadequacy of the legacy Internet interior gateway routing system
is one of the factors motivating the interest in path oriented
technology with explicit routing and constraint-based routing
capability such as MPLS.
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4.2.3 ToS Routing

Type-of-Service (ToS) routing involves different routes going to the
same destination with selection dependent upon the ToS field of an IP
packet [RFC-2474]. The ToS classes may be classified as low delay
and high throughput. Each link is associated with multiple link

costs and each link cost is used to compute routes for a particular
ToS. A separate shortest path tree is computed for each ToS. The
shortest path algorithm must be run for each ToS resulting in very
expensive computation. Classical ToS-based routing is now outdated
as the IP header field has been replaced by a Diffserv field.

Effective traffic engineering is difficult to perform in classical
ToS-based routing because each class still relies exclusively on
shortest path routing which results in localization of traffic
concentration within the network.

4.2.4 Equal Cost Multi-Path

Equal Cost Multi-Path (ECMP) is another technique that attempts to
address the deficiency in the Shortest Path First (SPF) interior
gateway routing systems [RFC-2328]. In the classical SPF algorithm,
if two or more shortest paths exist to a given destination, the
algorithm will choose one of them. The algorithm is modified

slightly in ECMP so that if two or more equal cost shortest paths

exist between two nodes, the traffic between the nodes is distributed
among the multiple equal-cost paths. Traffic distribution across the
equal-cost paths is usually performed in one of two ways: (1)
packet-based in a round-robin fashion, or (2) flow-based using
hashing on source and destination IP addresses and possibly other
fields of the IP header. The first approach can easily cause out-
of-order packets while the second approach is dependent upon the
number and distribution of flows. Flow-based load sharing may be
unpredictable in an enterprise network where the number of flows is
relatively small and less heterogeneous (for example, hashing may not
be uniform), but it is generally effective in core public networks

where the number of flows is large and heterogeneous.

In ECMP, link costs are static and bandwidth constraints are not
considered, so ECMP attempts to distribute the traffic as equally as
possible among the equal-cost paths independent of the congestion
status of each path. As a result, given two equal-cost paths, it is
possible that one of the paths will be more congested than the other.
Another drawback of ECMP is that load sharing cannot be achieved on
multiple paths which have non-identical costs.
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4.2.5 Nimrod

Nimrod is a routing system developed to provide heterogeneous service
specific routing in the Internet, while taking multiple constraints

into account [RFC-1992]. Essentially, Nimrod is a link state routing
protocol which supports path oriented packet forwarding. It uses the
concept of maps to represent network connectivity and services at
multiple levels of abstraction. Mechanisms are provided to allow
restriction of the distribution of routing information.

Even though Nimrod did not enjoy deployment in the public Internet, a
number of key concepts incorporated into the Nimrod architecture,
such as explicit routing which allows selection of paths at

originating nodes, are beginning to find applications in some recent
constraint-based routing initiatives.

4.3 Overlay Model

In the overlay model, a virtual-circuit network, such as ATM, frame
relay, or WDM, provides virtual-circuit connectivity between routers

that are located at the edges of a virtual-circuit cloud. In this

mode, two routers that are connected through a virtual circuit see a
direct adjacency between themselves independent of the physical route
taken by the virtual circuit through the ATM, frame relay, or WDM
network. Thus, the overlay model essentially decouples the logical
topology that routers see from the physical topology that the ATM,
frame relay, or WDM network manages. The overlay model based on ATM
or frame relay enables a network administrator or an automaton to
employ traffic engineering concepts to perform path optimization by
re-configuring or rearranging the virtual circuits so that a virtual

circuit on a congested or sub-optimal physical link can be re-routed

to a less congested or more optimal one. In the overlay model,

traffic engineering is also employed to establish relationships

between the traffic management parameters (e.g., PCR, SCR, and MBS
for ATM) of the virtual-circuit technology and the actual traffic

that traverses each circuit. These relationships can be established
based upon known or projected traffic profiles, and some other

factors.

The overlay model using IP over ATM requires the management of two
separate networks with different technologies (IP and ATM) resulting

in increased operational complexity and cost. In the fully-meshed
overlay model, each router would peer to every other router in the
network, so that the total number of adjacencies is a quadratic

function of the number of routers. Some of the issues with the

overlay model are discussed in [AWD2].
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4.4 Constrained-Based Routing

Constraint-based routing refers to a class of routing systems that
compute routes through a network subject to the satisfaction of a set
of constraints and requirements. In the most general setting,
constraint-based routing may also seek to optimize overall network
performance while minimizing costs.

The constraints and requirements may be imposed by the network itself
or by administrative policies. Constraints may include bandwidth,

hop count, delay, and policy instruments such as resource class
attributes. Constraints may also include domain specific attributes

of certain network technologies and contexts which impose

restrictions on the solution space of the routing function. Path

oriented technologies such as MPLS have made constraint-based routing
feasible and attractive in public IP networks.

The concept of constraint-based routing within the context of MPLS
traffic engineering requirements in IP networks was first defined in
[RFC-2702].

Unlike QoS routing (for example, see [RFC-2386] and [MA]) which
generally addresses the issue of routing individual traffic flows to
satisfy prescribed flow based QoS requirements subject to network
resource availability, constraint-based routing is applicable to
traffic aggregates as well as flows and may be subject to a wide
variety of constraints which may include policy restrictions.

4.5 Overview of Other IETF Projects Related to Traffic Engineering

This subsection reviews a number of IETF activities pertinent to
Internet traffic engineering. These activities are primarily
intended to evolve the IP architecture to support new service
definitions which allow preferential or differentiated treatment to
be accorded to certain types of traffic.

4.5.1 Integrated Services

The IETF Integrated Services working group developed the integrated
services (Intserv) model. This model requires resources, such as
bandwidth and buffers, to be reserved a priori for a given traffic

flow to ensure that the quality of service requested by the traffic

flow is satisfied. The integrated services model includes additional
components beyond those used in the best-effort model such as packet
classifiers, packet schedulers, and admission control. A packet
classifier is used to identify flows that are to receive a certain

level of service. A packet scheduler handles the scheduling of
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service to different packet flows to ensure that QoS commitments are
met. Admission control is used to determine whether a router has the
necessary resources to accept a new flow.

Two services have been defined under the Integrated Services model:
guaranteed service [RFC-2212] and controlled-load service [RFC-2211].

The guaranteed service can be used for applications requiring bounded
packet delivery time. For this type of application, data that is

delivered to the application after a pre-defined amount of time has
elapsed is usually considered worthless. Therefore, guaranteed
service was intended to provide a firm quantitative bound on the
end-to-end packet delay for a flow. This is accomplished by

controlling the queuing delay on network elements along the data flow
path. The guaranteed service model does not, however, provide
bounds on jitter (inter-arrival times between consecutive packets).

The controlled-load service can be used for adaptive applications
that can tolerate some delay but are sensitive to traffic overload
conditions. This type of application typically functions

satisfactorily when the network is lightly loaded but its performance
degrades significantly when the network is heavily loaded.
Controlled-load service, therefore, has been designed to provide
approximately the same service as best-effort service in a lightly
loaded network regardless of actual network conditions. Controlled-
load service is described qualitatively in that no target values of
delay or loss are specified.

The main issue with the Integrated Services model has been
scalability [RFC-2998], especially in large public IP networks which
may potentially have millions of active micro-flows in transit
concurrently.

A notable feature of the Integrated Services model is that it
requires explicit signaling of QoS requirements from end systems to
routers [RFC-2753]. The Resource Reservation Protocol (RSVP)
performs this signaling function and is a critical component of the
Integrated Services model. The RSVP protocol is described next.

4.5.2 RSVP

RSVP is a soft state signaling protocol [RFC-2205]. It supports
receiver initiated establishment of resource reservations for both
multicast and unicast flows. RSVP was originally developed as a
signaling protocol within the integrated services framework for
applications to communicate QoS requirements to the network and for
the network to reserve relevant resources to satisfy the QoS
requirements [RFC-2205].
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Under RSVP, the sender or source node sends a PATH message to the
receiver with the same source and destination addresses as the

traffic which the sender will generate. The PATH message contains:

(1) a sender Tspec specifying the characteristics of the traffic, (2)

a sender Template specifying the format of the traffic, and (3) an
optional Adspec which is used to support the concept of one pass with
advertising" (OPWA) [RFC-2205]. Every intermediate router along the
path forwards the PATH Message to the next hop determined by the
routing protocol. Upon receiving a PATH Message, the receiver
responds with a RESV message which includes a flow descriptor used to
request resource reservations. The RESV message travels to the
sender or source node in the opposite direction along the path that

the PATH message traversed. Every intermediate router along the path
can reject or accept the reservation request of the RESV message. If
the request is rejected, the rejecting router will send an error

message to the receiver and the signaling process will terminate. If

the request is accepted, link bandwidth and buffer space are

allocated for the flow and the related flow state information is

installed in the router.

One of the issues with the original RSVP specification was
Scalability. This is because reservations were required for micro-
flows, so that the amount of state maintained by network elements
tends to increase linearly with the number of micro-flows. These
issues are described in [RFC-2961].

Recently, RSVP has been modified and extended in several ways to
mitigate the scaling problems. As a result, it is becoming a

versatile signaling protocol for the Internet. For example, RSVP has
been extended to reserve resources for aggregation of flows, to set
up MPLS explicit label switched paths, and to perform other signaling
functions within the Internet. There are also a number of proposals
to reduce the amount of refresh messages required to maintain
established RSVP sessions [RFC-2961].

A number of IETF working groups have been engaged in activities
related to the RSVP protocol. These include the original RSVP

working group, the MPLS working group, the Resource Allocation
Protocol working group, and the Policy Framework working group.

4.5.3 Differentiated Services

The goal of the Differentiated Services (Diffserv) effort within the
IETF is to devise scalable mechanisms for categorization of traffic
into behavior aggregates, which ultimately allows each behavior
aggregate to be treated differently, especially when there is a
shortage of resources such as link bandwidth and buffer space [RFC-
2475]. One of the primary motivations for the Diffserv effort was to
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devise alternative mechanisms for service differentiation in the
Internet that mitigate the scalability issues encountered with the
Intserv model.

The IETF Diffserv working group has defined a Differentiated Services
field in the IP header (DS field). The DS field consists of six bits

of the part of the IP header formerly known as TOS octet. The DS
field is used to indicate the forwarding treatment that a packet

should receive at a node [RFC-2474]. The Diffserv working group has
also standardized a number of Per-Hop Behavior (PHB) groups. Using
the PHBSs, several classes of services can be defined using different
classification, policing, shaping, and scheduling rules.

For an end-user of network services to receive Differentiated
Services from its Internet Service Provider (ISP), it may be
necessary for the user to have a Service Level Agreement (SLA) with
the ISP. An SLA may explicitly or implicitly specify a Traffic
Conditioning Agreement (TCA) which defines classifier rules as well
as metering, marking, discarding, and shaping rules.

Packets are classified, and possibly policed and shaped at the
ingress to a Diffserv network. When a packet traverses the boundary
between different Diffserv domains, the DS field of the packet may be
re-marked according to existing agreements between the domains.

Differentiated Services allows only a finite number of service

classes to be indicated by the DS field. The main advantage of the
Diffserv approach relative to the Intserv model is scalability.
Resources are allocated on a per-class basis and the amount of state
information is proportional to the number of classes rather than to

the number of application flows.

It should be obvious from the previous discussion that the Diffserv

model essentially deals with traffic management issues on a per hop
basis. The Diffserv control model consists of a collection of

micro-TE control mechanisms. Other traffic engineering capabilities,
such as capacity management (including routing control), are also
required in order to deliver acceptable service quality in Diffserv
networks. The concept of Per Domain Behaviors has been introduced to
better capture the notion of differentiated services across a

complete domain [RFC-3086].

4.5.4 MPLS
MPLS is an advanced forwarding scheme which also includes extensions
to conventional IP control plane protocols. MPLS extends the

Internet routing model and enhances packet forwarding and path
control [RFC-3031].
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At the ingress to an MPLS domain, label switching routers (LSRs)
classify IP packets into forwarding equivalence classes (FECs) based
on a variety of factors, including, e.g., a combination of the
information carried in the IP header of the packets and the local
routing information maintained by the LSRs. An MPLS label is then
prepended to each packet according to their forwarding equivalence
classes. In a non-ATM/FR environment, the label is 32 bits long and
contains a 20-bit label field, a 3-bit experimental field (formerly

known as Class-of-Service or CoS field), a 1-bit label stack

indicator and an 8-bit TTL field. In an ATM (FR) environment, the
label consists of information encoded in the VCI/VPI (DLCI) field.

An MPLS capable router (an LSR) examines the label and possibly the
experimental field and uses this information to make packet
forwarding decisions.

An LSR makes forwarding decisions by using the label prepended to
packets as the index into a local next hop label forwarding entry
(NHLFE). The packet is then processed as specified in the NHLFE.
The incoming label may be replaced by an outgoing label, and the
packet may be switched to the next LSR. This label-switching process
is very similar to the label (VCI/VPI) swapping process in ATM
networks. Before a packet leaves an MPLS domain, its MPLS label may
be removed. A Label Switched Path (LSP) is the path between an
ingress LSRs and an egress LSRs through which a labeled packet
traverses. The path of an explicit LSP is defined at the originating
(ingress) node of the LSP. MPLS can use a signaling protocol such as
RSVP or LDP to set up LSPs.

MPLS is a very powerful technology for Internet traffic engineering
because it supports explicit LSPs which allow constraint-based

routing to be implemented efficiently in IP networks [AWD2]. The
requirements for traffic engineering over MPLS are described in
[RFC-2702]. Extensions to RSVP to support instantiation of explicit

LSP are discussed in [RFC-3209]. Extensions to LDP, known as CR-LDP,
to support explicit LSPs are presented in [JAM].

4.5.5 |IP Performance Metrics

The IETF IP Performance Metrics (IPPM) working group has been
developing a set of standard metrics that can be used to monitor the
quality, performance, and reliability of Internet services. These
metrics can be applied by network operators, end-users, and
independent testing groups to provide users and service providers
with a common understanding of the performance and reliability of the
Internet component 'clouds’ they use/provide [RFC-2330]. The
criteria for performance metrics developed by the IPPM WG are
described in [RFC-2330]. Examples of performance metrics include
one-way packet
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loss [RFC-2680], one-way delay [RFC-2679], and connectivity measures
between two nodes [RFC-2678]. Other metrics include second-order
measures of packet loss and delay.

Some of the performance metrics specified by the IPPM WG are useful
for specifying Service Level Agreements (SLAs). SLAs are sets of
service level objectives negotiated between users and service
providers, wherein each objective is a combination of one or more
performance metrics, possibly subject to certain constraints.

4.5.6 Flow Measurement

The IETF Real Time Flow Measurement (RTFM) working group has produced
an architecture document defining a method to specify traffic flows

as well as a number of components for flow measurement (meters, meter
readers, manager) [RFC-2722]. A flow measurement system enables
network traffic flows to be measured and analyzed at the flow level

for a variety of purposes. As noted in RFC 2722, a flow measurement
system can be very useful in the following contexts: (1)

understanding the behavior of existing networks, (2) planning for

network development and expansion, (3) quantification of network
performance, (4) verifying the quality of network service, and (5)
attribution of network usage to users.

A flow measurement system consists of meters, meter readers, and
managers. A meter observes packets passing through a measurement
point, classifies them into certain groups, accumulates certain usage
data (such as the number of packets and bytes for each group), and
stores the usage data in a flow table. A group may represent a user
application, a host, a network, a group of networks, etc. A meter
reader gathers usage data from various meters so it can be made
available for analysis. A manager is responsible for configuring and
controlling meters and meter readers. The instructions received by a
meter from a manager include flow specification, meter control
parameters, and sampling techniques. The instructions received by a
meter reader from a manager include the address of the meter whose
date is to be collected, the frequency of data collection, and the

types of flows to be collected.

4.5.7 Endpoint Congestion Management

[RFC-3124] is intended to provide a set of congestion control
mechanisms that transport protocols can use. It is also intended to
develop mechanisms for unifying congestion control across a subset of
an endpoint’s active unicast connections (called a congestion group).
A congestion manager continuously monitors the state of the path for
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each congestion group under its control. The manager uses that
information to instruct a scheduler on how to partition bandwidth
among the connections of that congestion group.

4.6 Overview of ITU Activities Related to Traffic Engineering

This section provides an overview of prior work within the ITU-T
pertaining to traffic engineering in traditional telecommunications
networks.

ITU-T Recommendations E.600 [ITU-E600], E.701 [ITU-E701], and E.801
[ITU-E801] address traffic engineering issues in traditional
telecommunications networks. Recommendation E.600 provides a
vocabulary for describing traffic engineering concepts, while E.701
defines reference connections, Grade of Service (GOS), and traffic
parameters for ISDN. Recommendation E.701 uses the concept of a
reference connection to identify representative cases of different

types of connections without describing the specifics of their actual
realizations by different physical means. As defined in
Recommendation E.600, "a connection is an association of resources
providing means for communication between two or more devices in, or
attached to, a telecommunication network." Also, E.600 defines "a
resource as any set of physically or conceptually identifiable

entities within a telecommunication network, the use of which can be
unambiguously determined” [ITU-E600]. There can be different types
of connections as the number and types of resources in a connection
may vary.

Typically, different network segments are involved in the path of a
connection. For example, a connection may be local, national, or
international. The purposes of reference connections are to clarify
and specify traffic performance issues at various interfaces between
different network domains. Each domain may consist of one or more
service provider networks.

Reference connections provide a basis to define grade of service
(GoS) parameters related to traffic engineering within the ITU-T
framework. As defined in E.600, "GoS refers to a number of traffic
engineering variables which are used to provide a measure of the
adequacy of a group of resources under specified conditions.”" These
GosS variables may be probability of loss, dial tone, delay, etc.

They are essential for network internal design and operation as well
as for component performance specification.

GosS is different from quality of service (QoS) in the ITU framework.

QoS is the performance perceivable by a telecommunication service
user and expresses the user’s degree of satisfaction of the service.

QoS parameters focus on performance aspects observable at the service
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access points and network interfaces, rather than their causes within
the network. GoS, on the other hand, is a set of network oriented
measures which characterize the adequacy of a group of resources
under specified conditions. For a network to be effective in serving

its users, the values of both GoS and QoS parameters must be related,
with GoS parameters typically making a major contribution to the QoS.

Recommendation E.600 stipulates that a set of GoS parameters must be
selected and defined on an end-to-end basis for each major service
category provided by a network to assist the network provider with
improving efficiency and effectiveness of the network. Based on a
selected set of reference connections, suitable target values are
assigned to the selected GoS parameters under normal and high load
conditions. These end-to-end GoS target values are then apportioned
to individual resource components of the reference connections for
dimensioning purposes.

4.7 Content Distribution

The Internet is dominated by client-server interactions, especially

Web traffic (in the future, more sophisticated media servers may
become dominant). The location and performance of major information
servers has a significant impact on the traffic patterns within the
Internet as well as on the perception of service quality by end

users.

A number of dynamic load balancing techniques have been devised to
improve the performance of replicated information servers. These
techniques can cause spatial traffic characteristics to become more
dynamic in the Internet because information servers can be
dynamically picked based upon the location of the clients, the

location of the servers, the relative utilization of the servers, the
relative performance of different networks, and the relative
performance of different parts of a network. This process of
assignment of distributed servers to clients is called Traffic

Directing. It functions at the application layer.

Traffic Directing schemes that allocate servers in multiple
geographically dispersed locations to clients may require empirical
network performance statistics to make more effective decisions. In

the future, network measurement systems may need to provide this type
of information. The exact parameters needed are not yet defined.

When congestion exists in the network, Traffic Directing and Traffic

Engineering systems should act in a coordinated manner. This topic
is for further study.
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The issues related to location and replication of information

servers, particularly web servers, are important for Internet traffic
engineering because these servers contribute a substantial proportion
of Internet traffic.

5.0 Taxonomy of Traffic Engineering Systems

This section presents a short taxonomy of traffic engineering
systems. A taxonomy of traffic engineering systems can be
constructed based on traffic engineering styles and views as listed
below:

- Time-dependent vs State-dependent vs Event-dependent
- Offline vs Online

- Centralized vs Distributed

- Local vs Global Information

- Prescriptive vs Descriptive

- Open Loop vs Closed Loop

- Tactical vs Strategic

These classification systems are described in greater detail in the
following subsections of this document.

5.1 Time-Dependent Versus State-Dependent Versus Event Dependent

Traffic engineering methodologies can be classified as time-
dependent, or state-dependent, or event-dependent. All TE schemes
are considered to be dynamic in this document. Static TE implies
that no traffic engineering methodology or algorithm is being

applied.

In the time-dependent TE, historical information based on periodic
variations in traffic, (such as time of day), is used to pre-program
routing plans and other TE control mechanisms. Additionally,
customer subscription or traffic projection may be used. Pre-
programmed routing plans typically change on a relatively long time
scale (e.g., diurnal). Time-dependent algorithms do not attempt to
adapt to random variations in traffic or changing network conditions.
An example of a time-dependent algorithm is a global centralized
optimizer where the input to the system is a traffic matrix and
multi-class QoS requirements as described [MR99].

State-dependent TE adapts the routing plans for packets based on the
current state of the network. The current state of the network
provides additional information on variations in actual traffic

(i.e., perturbations from regular variations) that could not be

predicted using historical information. Constraint-based routing is
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an example of state-dependent TE operating in a relatively long time
scale. An example operating in a relatively short time scale is a
load-balancing algorithm described in [MATE].

The state of the network can be based on parameters such as
utilization, packet delay, packet loss, etc. These parameters can be
obtained in several ways. For example, each router may flood these
parameters periodically or by means of some kind of trigger to other
routers. Another approach is for a particular router performing
adaptive TE to send probe packets along a path to gather the state of
that path. Still another approach is for a management system to
gather relevant information from network elements.

Expeditious and accurate gathering and distribution of state
information is critical for adaptive TE due to the dynamic nature of
network conditions. State-dependent algorithms may be applied to
increase network efficiency and resilience. Time-dependent
algorithms are more suitable for predictable traffic variations. On
the other hand, state-dependent algorithms are more suitable for
adapting to the prevailing network state.

Event-dependent TE methods can also be used for TE path selection.
Event-dependent TE methods are distinct from time-dependent and
state-dependent TE methods in the manner in which paths are selected.
These algorithms are adaptive and distributed in nature and typically
use learning models to find good paths for TE in a network. While
state-dependent TE models typically use available-link-bandwidth

(ALB) flooding for TE path selection, event-dependent TE methods do
not require ALB flooding. Rather, event-dependent TE methods
typically search out capacity by learning models, as in the success-
to-the-top (STT) method. ALB flooding can be resource intensive,

since it requires link bandwidth to carry LSAS, processor capacity to
process LSAs, and the overhead can limit area/autonomous system (AS)
size. Modeling results suggest that event-dependent TE methods could
lead to a reduction in ALB flooding overhead without loss of network
throughput performance [ASH3].

5.2 Offline Versus Online

Traffic engineering requires the computation of routing plans. The
computation may be performed offline or online. The computation can
be done offline for scenarios where routing plans need not be
executed in real-time. For example, routing plans computed from
forecast information may be computed offline. Typically, offline
computation is also used to perform extensive searches on multi-
dimensional solution spaces.
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Online computation is required when the routing plans must adapt to
changing network conditions as in state-dependent algorithms. Unlike
offline computation (which can be computationally demanding), online
computation is geared toward relative simple and fast calculations to
select routes, fine-tune the allocations of resources, and perform

load balancing.

5.3 Centralized Versus Distributed

Centralized control has a central authority which determines routing
plans and perhaps other TE control parameters on behalf of each

router. The central authority collects the network-state information

from all routers periodically and returns the routing information to

the routers. The routing update cycle is a critical parameter

directly impacting the performance of the network being controlled.
Centralized control may need high processing power and high bandwidth
control channels.

Distributed control determines route selection by each router
autonomously based on the routers view of the state of the network.
The network state information may be obtained by the router using a
probing method or distributed by other routers on a periodic basis
using link state advertisements. Network state information may also
be disseminated under exceptional conditions.

5.4 Local Versus Global

Traffic engineering algorithms may require local or global network-
state information.

Local information pertains to the state of a portion of the domain.
Examples include the bandwidth and packet loss rate of a particular
path. Local state information may be sufficient for certain

instances of distributed-controlled TEs.

Global information pertains to the state of the entire domain
undergoing traffic engineering. Examples include a global traffic
matrix and loading information on each link throughout the domain of
interest. Global state information is typically required with
centralized control. Distributed TE systems may also need global
information in some cases.

5.5 Prescriptive Versus Descriptive

TE systems may also be classified as prescriptive or descriptive.
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Prescriptive traffic engineering evaluates alternatives and

recommends a course of action. Prescriptive traffic engineering can
be further categorized as either corrective or perfective.

Corrective TE prescribes a course of action to address an existing or
predicted anomaly. Perfective TE prescribes a course of action to
evolve and improve network performance even when no anomalies are
evident.

Descriptive traffic engineering, on the other hand, characterizes the
state of the network and assesses the impact of various policies
without recommending any particular course of action.

5.6 Open-Loop Versus Closed-Loop

Open-loop traffic engineering control is where control action does
not use feedback information from the current network state. The
control action may use its own local information for accounting
purposes, however.

Closed-loop traffic engineering control is where control action
utilizes feedback information from the network state. The feedback
information may be in the form of historical information or current
measurement.

5.7 Tactical vs Strategic

Tactical traffic engineering aims to address specific performance
problems (such as hot-spots) that occur in the network from a
tactical perspective, without consideration of overall strategic
imperatives. Without proper planning and insights, tactical TE tends
to be ad hoc in nature.

Strategic traffic engineering approaches the TE problem from a more
organized and systematic perspective, taking into consideration the
immediate and longer term consequences of specific policies and
actions.

6.0 Recommendations for Internet Traffic Engineering

This section describes high level recommendations for traffic
engineering in the Internet. These recommendations are presented in
general terms.

The recommendations describe the capabilities needed to solve a
traffic engineering problem or to achieve a traffic engineering
objective. Broadly speaking, these recommendations can be
categorized as either functional and non-functional recommendations.
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Functional recommendations for Internet traffic engineering describe
the functions that a traffic engineering system should perform.
These functions are needed to realize traffic engineering objectives
by addressing traffic engineering problems.

Non-functional recommendations for Internet traffic engineering
relate to the quality attributes or state characteristics of a

traffic engineering system. These recommendations may contain
conflicting assertions and may sometimes be difficult to quantify
precisely.

6.1 Generic Non-functional Recommendations

The generic non-functional recommendations for Internet traffic
engineering include: usability, automation, scalability, stability,
visibility, simplicity, efficiency, reliability, correctness,

maintainability, extensibility, interoperability, and security. In a
given context, some of these recommendations may be critical while
others may be optional. Therefore, prioritization may be required
during the development phase of a traffic engineering system (or
components thereof) to tailor it to a specific operational context.

In the following paragraphs, some of the aspects of the non-
functional recommendations for Internet traffic engineering are
summarized.

Usability: Usability is a human factor aspect of traffic engineering
systems. Usability refers to the ease with which a traffic
engineering system can be deployed and operated. In general, it is
desirable to have a TE system that can be readily deployed in an
existing network. It is also desirable to have a TE system that is
easy to operate and maintain.

Automation: Whenever feasible, a traffic engineering system should
automate as many traffic engineering functions as possible to
minimize the amount of human effort needed to control and analyze
operational networks. Automation is particularly imperative in large
scale public networks because of the high cost of the human aspects
of network operations and the high risk of network problems caused by
human errors. Automation may entail the incorporation of automatic
feedback and intelligence into some components of the traffic
engineering system.

Scalability: Contemporary public networks are growing very fast with
respect to network size and traffic volume. Therefore, a TE system
should be scalable to remain applicable as the network evolves. In
particular, a TE system should remain functional as the network
expands with regard to the number of routers and links, and with
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respect to the traffic volume. A TE system should have a scalable
architecture, should not adversely impair other functions and
processes in a network element, and should not consume too much
network resources when collecting and distributing state information
or when exerting control.

Stability: Stability is a very important consideration in traffic
engineering systems that respond to changes in the state of the
network. State-dependent traffic engineering methodologies typically
mandate a tradeoff between responsiveness and stability. It is
strongly recommended that when tradeoffs are warranted between
responsiveness and stability, that the tradeoff should be made in
favor of stability (especially in public IP backbone networks).

Flexibility: A TE system should be flexible to allow for changes in
optimization policy. In particular, a TE system should provide
sufficient configuration options so that a network administrator can
tailor the TE system to a particular environment. It may also be
desirable to have both online and offline TE subsystems which can be
independently enabled and disabled. TE systems that are used in
multi-class networks should also have options to support class based
performance evaluation and optimization.

Visibility: As part of the TE system, mechanisms should exist to

collect statistics from the network and to analyze these statistics

to determine how well the network is functioning. Derived statistics
such as traffic matrices, link utilization, latency, packet loss, and

other performance measures of interest which are determined from
network measurements can be used as indicators of prevailing network
conditions. Other examples of status information which should be
observed include existing functional routing information

(additionally, in the context of MPLS existing LSP routes), etc.

Simplicity: Generally, a TE system should be as simple as possible.
More importantly, the TE system should be relatively easy to use
(i.e., clean, convenient, and intuitive user interfaces). Simplicity

in user interface does not necessarily imply that the TE system will
use naive algorithms. When complex algorithms and internal
structures are used, such complexities should be hidden as much as
possible from the network administrator through the user interface.

Interoperability: Whenever feasible, traffic engineering systems and
their components should be developed with open standards based
interfaces to allow interoperation with other systems and components.

Security: Security is a critical consideration in traffic engineering

systems. Such traffic engineering systems typically exert control
over certain functional aspects of the network to achieve the desired
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performance objectives. Therefore, adequate measures must be taken
to safeguard the integrity of the traffic engineering system.

Adequate measures must also be taken to protect the network from
vulnerabilities that originate from security breaches and other
impairments within the traffic engineering system.

The remainder of this section will focus on some of the high level
functional recommendations for traffic engineering.

6.2 Routing Recommendations

Routing control is a significant aspect of Internet traffic

engineering. Routing impacts many of the key performance measures
associated with networks, such as throughput, delay, and utilization.
Generally, it is very difficult to provide good service quality in a

wide area network without effective routing control. A desirable
routing system is one that takes traffic characteristics and network
constraints into account during route selection while maintaining
stability.

Traditional shortest path first (SPF) interior gateway protocols are
based on shortest path algorithms and have limited control
capabilities for traffic engineering [RFC-2702, AWD2]. These
limitations include :

1. The well known issues with pure SPF protocols, which do not take
network constraints and traffic characteristics into account
during route selection. For example, since IGPs always use the
shortest paths (based on administratively assigned link metrics)
to forward traffic, load sharing cannot be accomplished among
paths of different costs. Using shortest paths to forward traffic
conserves network resources, but may cause the following problems:
1) If traffic from a source to a destination exceeds the capacity
of a link along the shortest path, the link (hence the shortest
path) becomes congested while a longer path between these two
nodes may be under-utilized; 2) the shortest paths from different
sources can overlap at some links. If the total traffic from the
sources exceeds the capacity of any of these links, congestion
will occur. Problems can also occur because traffic demand
changes over time but network topology and routing configuration
cannot be changed as rapidly. This causes the network topology
and routing configuration to become sub-optimal over time, which
may result in persistent congestion problems.

2. The Equal-Cost Multi-Path (ECMP) capability of SPF IGPs supports
sharing of traffic among equal cost paths between two nodes.
However, ECMP attempts to divide the traffic as equally as
possible among the equal cost shortest paths. Generally, ECMP
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does not support configurable load sharing ratios among equal cost
paths. The result is that one of the paths may carry

significantly more traffic than other paths because it may also

carry traffic from other sources. This situation can result in
congestion along the path that carries more traffic.

3. Modifying IGP metrics to control traffic routing tends to have
network-wide effect. Consequently, undesirable and unanticipated
traffic shifts can be triggered as a result. Recent work
described in Section 8.0 may be capable of better control [FTOO,
FTO1].

Because of these limitations, new capabilities are needed to enhance
the routing function in IP networks. Some of these capabilities have
been described elsewhere and are summarized below.

Constraint-based routing is desirable to evolve the routing
architecture of IP networks, especially public IP backbones with
complex topologies [RFC-2702]. Constraint-based routing computes
routes to fulfill requirements subject to constraints. Constraints

may include bandwidth, hop count, delay, and administrative policy
instruments such as resource class attributes [RFC-2702, RFC-2386].
This makes it possible to select routes that satisfy a given set of
requirements subject to network and administrative policy
constraints. Routes computed through constraint-based routing are
not necessarily the shortest paths. Constraint-based routing works
best with path oriented technologies that support explicit routing,
such as MPLS.

Constraint-based routing can also be used as a way to redistribute
traffic onto the infrastructure (even for best effort traffic). For
example, if the bandwidth requirements for path selection and
reservable bandwidth attributes of network links are appropriately
defined and configured, then congestion problems caused by uneven
traffic distribution may be avoided or reduced. In this way, the
performance and efficiency of the network can be improved.

A number of enhancements are needed to conventional link state IGPs,
such as OSPF and IS-1S, to allow them to distribute additional state
information required for constraint-based routing. These extensions
to OSPF were described in [KATZ] and to I1S-IS in [SMIT].

Essentially, these enhancements require the propagation of additional
information in link state advertisements. Specifically, in addition

to normal link-state information, an enhanced IGP is required to
propagate topology state information needed for constraint-based
routing. Some of the additional topology state information include

link attributes such as reservable bandwidth and link resource class
attribute (an administratively specified property of the link). The
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resource class attribute concept was defined in [RFC-2702]. The
additional topology state information is carried in new TLVs and
sub-TLVs in IS-IS, or in the Opaque LSA in OSPF [SMIT, KATZ].

An enhanced link-state IGP may flood information more frequently than
a normal IGP. This is because even without changes in topology,
changes in reservable bandwidth or link affinity can trigger the
enhanced IGP to initiate flooding. A tradeoff is typically required
between the timeliness of the information flooded and the flooding
frequency to avoid excessive consumption of link bandwidth and
computational resources, and more importantly, to avoid instability.

In a TE system, it is also desirable for the routing subsystem to
make the load splitting ratio among multiple paths (with equal cost
or different cost) configurable. This capability gives network
administrators more flexibility in the control of traffic

distribution across the network. It can be very useful for
avoiding/relieving congestion in certain situations. Examples can be
found in [XIAQ].

The routing system should also have the capability to control the

routes of subsets of traffic without affecting the routes of other

traffic if sufficient resources exist for this purpose. This

capability allows a more refined control over the distribution of

traffic across the network. For example, the ability to move traffic

from a source to a destination away from its original path to another

path (without affecting other traffic paths) allows traffic to be

moved from resource-poor network segments to resource-rich segments.
Path oriented technologies such as MPLS inherently support this
capability as discussed in [AWD?2].

Additionally, the routing subsystem should be able to select
different paths for different classes of traffic (or for different

traffic behavior aggregates) if the network supports multiple classes
of service (different behavior aggregates).

6.3 Traffic Mapping Recommendations

Traffic mapping pertains to the assignment of traffic workload onto
pre-established paths to meet certain requirements. Thus, while
constraint-based routing deals with path selection, traffic mapping
deals with the assignment of traffic to established paths which may
have been selected by constraint-based routing or by some other
means. Traffic mapping can be performed by time-dependent or state-
dependent mechanisms, as described in Section 5.1.
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An important aspect of the traffic mapping function is the ability to
establish multiple paths between an originating node and a
destination node, and the capability to distribute the traffic

between the two nodes across the paths according to some policies. A
pre-condition for this scheme is the existence of flexible mechanisms
to partition traffic and then assign the traffic partitions onto the
parallel paths. This requirement was noted in [RFC-2702]. When
traffic is assigned to multiple parallel paths, it is recommended

that special care should be taken to ensure proper ordering of
packets belonging to the same application (or micro-flow) at the
destination node of the parallel paths.

As a general rule, mechanisms that perform the traffic mapping
functions should aim to map the traffic onto the network
infrastructure to minimize congestion. If the total traffic load
cannot be accommodated, or if the routing and mapping functions
cannot react fast enough to changing traffic conditions, then a
traffic mapping system may rely on short time scale congestion
control mechanisms (such as queue management, scheduling, etc.) to
mitigate congestion. Thus, mechanisms that perform the traffic
mapping functions should complement existing congestion control
mechanisms. In an operational network, it is generally desirable to
map the traffic onto the infrastructure such that intra-class and
inter-class resource contention are minimized.

When traffic mapping techniques that depend on dynamic state feedback
(e.g., MATE and such like) are used, special care must be taken to
guarantee network stability.

6.4 Measurement Recommendations

The importance of measurement in traffic engineering has been
discussed throughout this document. Mechanisms should be provided to
measure and collect statistics from the network to support the

traffic engineering function. Additional capabilities may be needed

to help in the analysis of the statistics. The actions of these

mechanisms should not adversely affect the accuracy and integrity of
the statistics collected. The mechanisms for statistical data

acquisition should also be able to scale as the network evolves.

Traffic statistics may be classified according to long-term or
short-term time scales. Long-term time scale traffic statistics are
very useful for traffic engineering. Long-term time scale traffic
statistics may capture or reflect periodicity in network workload
(such as hourly, daily, and weekly variations in traffic profiles) as
well as traffic trends. Aspects of the monitored traffic statistics
may also depict class of service characteristics for a network
supporting multiple classes of service. Analysis of the long-term
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traffic statistics MAY yield secondary statistics such as busy hour
characteristics, traffic growth patterns, persistent congestion
problems, hot-spot, and imbalances in link utilization caused by
routing anomalies.

A mechanism for constructing traffic matrices for both long-term and
short-term traffic statistics should be in place. In multi-service

IP networks, the traffic matrices may be constructed for different
service classes. Each element of a traffic matrix represents a
statistic of traffic flow between a pair of abstract nodes. An

abstract node may represent a router, a collection of routers, or a
site in a VPN.

Measured traffic statistics should provide reasonable and reliable
indicators of the current state of the network on the short-term

scale. Some short term traffic statistics may reflect link

utilization and link congestion status. Examples of congestion
indicators include excessive packet delay, packet loss, and high
resource utilization. Examples of mechanisms for distributing this
kind of information include SNMP, probing techniques, FTP, IGP link
state advertisements, etc.

6.5 Network Survivability

Network survivability refers to the capability of a network to
maintain service continuity in the presence of faults. This can be
accomplished by promptly recovering from network impairments and
maintaining the required QoS for existing services after recovery.
Survivability has become an issue of great concern within the
Internet community due to the increasing demands to carry mission
critical traffic, real-time traffic, and other high priority traffic

over the Internet. Survivability can be addressed at the device
level by developing network elements that are more reliable; and at
the network level by incorporating redundancy into the architecture,
design, and operation of networks. It is recommended that a
philosophy of robustness and survivability should be adopted in the
architecture, design, and operation of traffic engineering that
control IP networks (especially public IP networks). Because
different contexts may demand different levels of survivability, the
mechanisms developed to support network survivability should be
flexible so that they can be tailored to different needs.

Failure protection and restoration capabilities have become available
from multiple layers as network technologies have continued to
improve. At the bottom of the layered stack, optical networks are
now capable of providing dynamic ring and mesh restoration
functionality at the wavelength level as well as traditional

protection functionality. At the SONET/SDH layer survivability
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capability is provided with Automatic Protection Switching (APS) as

well as self-healing ring and mesh architectures. Similar

functionality is provided by layer 2 technologies such as ATM

(generally with slower mean restoration times). Rerouting is

traditionally used at the IP layer to restore service following link

and node outages. Rerouting at the IP layer occurs after a period of
routing convergence which may require seconds to minutes to complete.
Some new developments in the MPLS context make it possible to achieve
recovery at the IP layer prior to convergence [SHAR].

To support advanced survivability requirements, path-oriented
technologies such a MPLS can be used to enhance the survivability of
IP networks in a potentially cost effective manner. The advantages

of path oriented technologies such as MPLS for IP restoration becomes
even more evident when class based protection and restoration
capabilities are required.

Recently, a common suite of control plane protocols has been proposed
for both MPLS and optical transport networks under the acronym
Multi-protocol Lambda Switching [AWD1]. This new paradigm of Multi-
protocol Lambda Switching will support even more sophisticated mesh
restoration capabilities at the optical layer for the emerging IP

over WDM network architectures.

Another important aspect regarding multi-layer survivability is that
technologies at different layers provide protection and restoration
capabilities at different temporal granularities (in terms of time
scales) and at different bandwidth granularity (from packet-level to
wavelength level). Protection and restoration capabilities can also
be sensitive to different service classes and different network
utility models.

The impact of service outages varies significantly for different
service classes depending upon the effective duration of the outage.
The duration of an outage can vary from milliseconds (with minor
service impact) to seconds (with possible call drops for IP telephony
and session time-outs for connection oriented transactions) to
minutes and hours (with potentially considerable social and business
impact).

Coordinating different protection and restoration capabilities across
multiple layers in a cohesive manner to ensure network survivability
is maintained at reasonable cost is a challenging task. Protection
and restoration coordination across layers may not always be
feasible, because networks at different layers may belong to
different administrative domains.
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The following paragraphs present some of the general recommendations
for protection and restoration coordination.

- Protection and restoration capabilities from different layers

should be coordinated whenever feasible and appropriate to provide
network survivability in a flexible and cost effective manner.
Minimization of function duplication across layers is one way to
achieve the coordination. Escalation of alarms and other fault
indicators from lower to higher layers may also be performed in a
coordinated manner. A temporal order of restoration trigger timing
at different layers is another way to coordinate multi-layer
protection/restoration.

- Spare capacity at higher layers is often regarded as working

traffic at lower layers. Placing protection/restoration functions in

many layers may increase redundancy and robustness, but it should not
result in significant and avoidable inefficiencies in network

resource utilization.

- Itis generally desirable to have protection and restoration
schemes that are bandwidth efficient.

- Failure notification throughout the network should be timely and
reliable.

- Alarms and other fault monitoring and reporting capabilities
should be provided at appropriate layers.

6.5.1 Survivability in MPLS Based Networks

MPLS is an important emerging technology that enhances IP networks in
terms of features, capabilities, and services. Because MPLS is
path-oriented, it can potentially provide faster and more predictable
protection and restoration capabilities than conventional hop by hop
routed IP systems. This subsection describes some of the basic
aspects and recommendations for MPLS networks regarding protection
and restoration. See [SHAR] for a more comprehensive discussion on
MPLS based recovery.

Protection types for MPLS networks can be categorized as link
protection, node protection, path protection, and segment protection.

- Link Protection: The objective for link protection is to protect
an LSP from a given link failure. Under link protection, the path
of the protection or backup LSP (the secondary LSP) is disjoint
from the path of the working or operational LSP at the particular
link over which protection is required. When the protected link
fails, traffic on the working LSP is switched over to the
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protection LSP at the head-end of the failed link. Thisis a

local repair method which can be fast. It might be more
appropriate in situations where some network elements along a
given path are less reliable than others.

- Node Protection: The objective of LSP node protection is to
protect an LSP from a given node failure. Under node protection,
the path of the protection LSP is disjoint from the path of the
working LSP at the particular node to be protected. The secondary
path is also disjoint from the primary path at all links
associated with the node to be protected. When the node fails,
traffic on the working LSP is switched over to the protection LSP
at the upstream LSR directly connected to the failed node.

- Path Protection: The goal of LSP path protection is to protect an
LSP from failure at any point along its routed path. Under path
protection, the path of the protection LSP is completely disjoint
from the path of the working LSP. The advantage of path
protection is that the backup LSP protects the working LSP from
all possible link and node failures along the path, except for
failures that might occur at the ingress and egress LSRs, or for
correlated failures that might impact both working and backup
paths simultaneously. Additionally, since the path selection is
end-to-end, path protection might be more efficient in terms of
resource usage than link or node protection. However, path
protection may be slower than link and node protection in general.

- Segment Protection: An MPLS domain may be partitioned into
multiple protection domains whereby a failure in a protection
domain is rectified within that domain. In cases where an LSP
traverses multiple protection domains, a protection mechanism
within a domain only needs to protect the segment of the LSP that
lies within the domain. Segment protection will generally be
faster than path protection because recovery generally occurs
closer to the fault.

6.5.2 Protection Option
Another issue to consider is the concept of protection options. The
protection option uses the notation m:n protection, where m is the
number of protection LSPs used to protect n working LSPs. Feasible
protection options follow.
- 1:1: one working LSP is protected/restored by one protection LSP.

- 1:n: one protection LSP is used to protect/restore n working LSPs.
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- n:1: one working LSP is protected/restored by n protection LSPs,
possibly with configurable load splitting ratio. When more than
one protection LSP is used, it may be desirable to share the
traffic across the protection LSPs when the working LSP fails to
satisfy the bandwidth requirement of the traffic trunk associated
with the working LSP. This may be especially useful when it is
not feasible to find one path that can satisfy the bandwidth
requirement of the primary LSP.

- 1+1: traffic is sent concurrently on both the working LSP and the
protection LSP. In this case, the egress LSR selects one of the
two LSPs based on a local traffic integrity decision process,
which compares the traffic received from both the working and the
protection LSP and identifies discrepancies. It is unlikely that
this option would be used extensively in IP networks due to its
resource utilization inefficiency. However, if bandwidth becomes
plentiful and cheap, then this option might become quite viable
and attractive in IP networks.

6.6 Traffic Engineering in Diffserv Environments

This section provides an overview of the traffic engineering features
and recommendations that are specifically pertinent to Differentiated
Services (Diffserv) [RFC-2475] capable IP networks.

Increasing requirements to support multiple classes of traffic, such

as best effort and mission critical data, in the Internet calls for

IP networks to differentiate traffic according to some criteria, and

to accord preferential treatment to certain types of traffic. Large
numbers of flows can be aggregated into a few behavior aggregates
based on some criteria in terms of common performance requirements in
terms of packet loss ratio, delay, and jitter; or in terms of common

fields within the IP packet headers.

As Diffserv evolves and becomes deployed in operational networks,
traffic engineering will be critical to ensuring that SLAs defined

within a given Diffserv service model are met. Classes of service
(CoS) can be supported in a Diffserv environment by concatenating
per-hop behaviors (PHBSs) along the routing path, using service
provisioning mechanisms, and by appropriately configuring edge
functionality such as traffic classification, marking, policing, and
shaping. PHB is the forwarding behavior that a packet receives at a
DS node (a Diffserv-compliant node). This is accomplished by means
of buffer management and packet scheduling mechanisms. In this
context, packets belonging to a class are those that are members of a
corresponding ordering aggregate.
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Traffic engineering can be used as a compliment to Diffserv
mechanisms to improve utilization of network resources, but not as a
necessary element in general. When traffic engineering is used, it
can be operated on an aggregated basis across all service classes
[RFC-3270] or on a per service class basis. The former is used to
provide better distribution of the aggregate traffic load over the
network resources. (See [RFC-3270] for detailed mechanisms to
support aggregate traffic engineering.) The latter case is discussed
below since it is specific to the Diffserv environment, with so

called Diffserv-aware traffic engineering [DIFF_TE].

For some Diffserv networks, it may be desirable to control the
performance of some service classes by enforcing certain
relationships between the traffic workload contributed by each
service class and the amount of network resources allocated or
provisioned for that service class. Such relationships between
demand and resource allocation can be enforced using a combination
of, for example: (1) traffic engineering mechanisms on a per service
class basis that enforce the desired relationship between the amount
of traffic contributed by a given service class and the resources
allocated to that class, and (2) mechanisms that dynamically adjust
the resources allocated to a given service class to relate to the
amount of traffic contributed by that service class.

It may also be desirable to limit the performance impact of high
priority traffic on relatively low priority traffic. This can be

achieved by, for example, controlling the percentage of high priority
traffic that is routed through a given link. Another way to

accomplish this is to increase link capacities appropriately so that
lower priority traffic can still enjoy adequate service quality.

When the ratio of traffic workload contributed by different service
classes vary significantly from router to router, it may not suffice

to rely exclusively on conventional IGP routing protocols or on

traffic engineering mechanisms that are insensitive to different
service classes. Instead, it may be desirable to perform traffic
engineering, especially routing control and mapping functions, on a
per service class basis. One way to accomplish this in a domain that
supports both MPLS and Diffserv is to define class specific LSPs and
to map traffic from each class onto one or more LSPs that correspond
to that service class. An LSP corresponding to a given service class
can then be routed and protected/restored in a class dependent
manner, according to specific policies.

Performing traffic engineering on a per class basis may require

certain per-class parameters to be distributed. Note that it is

common to have some classes share some aggregate constraint (e.g.,
maximum bandwidth requirement) without enforcing the constraint on
each individual class. These classes then can be grouped into a
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class-type and per-class-type parameters can be distributed instead
to improve scalability. It also allows better bandwidth sharing
between classes in the same class-type. A class-type is a set of
classes that satisfy the following two conditions:

1) Classes in the same class-type have common aggregate requirements
to satisfy required performance levels.

2) There is no requirement to be enforced at the level of individual
class in the class-type. Note that it is still possible,

nevertheless, to implement some priority policies for classes in the
same class-type to permit preferential access to the class-type
bandwidth through the use of preemption priorities.

An example of the class-type can be a low-loss class-type that

includes both AF1-based and AF2-based Ordering Aggregates. With such
a class-type, one may implement some priority policy which assigns
higher preemption priority to AF1-based traffic trunks over AF2-based
ones, vice versa, or the same priority.

See [DIFF-TE] for detailed requirements on Diffserv-aware traffic
engineering.

6.7 Network Controllability

Off-line (and on-line) traffic engineering considerations would be of
limited utility if the network could not be controlled effectively to
implement the results of TE decisions and to achieve desired network
performance objectives. Capacity augmentation is a coarse grained
solution to traffic engineering issues. However, it is simple and

may be advantageous if bandwidth is abundant and cheap or if the
current or expected network workload demands it. However, bandwidth
is not always abundant and cheap, and the workload may not always
demand additional capacity. Adjustments of administrative weights
and other parameters associated with routing protocols provide finer
grained control, but is difficult to use and imprecise because of the
routing interactions that occur across the network. In certain

network contexts, more flexible, finer grained approaches which
provide more precise control over the mapping of traffic to routes

and over the selection and placement of routes may be appropriate and
useful.

Control mechanisms can be manual (e.g., administrative
configuration), partially-automated (e.g., scripts) or fully-
automated (e.g., policy based management systems). Automated
mechanisms are particularly required in large scale networks.
Multi-vendor interoperability can be facilitated by developing and
deploying standardized management
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systems (e.g., standard MIBs) and policies (PIBs) to support the
control functions required to address traffic engineering objectives
such as load distribution and protection/restoration.

Network control functions should be secure, reliable, and stable as
these are often needed to operate correctly in times of network
impairments (e.g., during network congestion or security attacks).

7.0 Inter-Domain Considerations

Inter-domain traffic engineering is concerned with the performance
optimization for traffic that originates in one administrative domain
and terminates in a different one.

Traffic exchange between autonomous systems in the Internet occurs
through exterior gateway protocols. Currently, BGP [BGP4] is the
standard exterior gateway protocol for the Internet. BGP provides a
number of attributes and capabilities (e.qg., route filtering) that

can be used for inter-domain traffic engineering. More specifically,
BGP permits the control of routing information and traffic exchange
between Autonomous Systems (AS’s) in the Internet. BGP incorporates
a sequential decision process which calculates the degree of
preference for various routes to a given destination network. There
are two fundamental aspects to inter-domain traffic engineering using
BGP:

- Route Redistribution: controlling the import and export of routes
between AS’s, and controlling the redistribution of routes between
BGP and other protocols within an AS.

- Best path selection: selecting the best path when there are
multiple candidate paths to a given destination network. Best
path selection is performed by the BGP decision process based on a
sequential procedure, taking a number of different considerations
into account. Ultimately, best path selection under BGP boils
down to selecting preferred exit points out of an AS towards
specific destination networks. The BGP path selection process can
be influenced by manipulating the attributes associated with the
BGP decision process. These attributes include: NEXT-HOP, WEIGHT
(Cisco proprietary which is also implemented by some other
vendors), LOCAL-PREFERENCE, AS-PATH, ROUTE-ORIGIN, MULTI-EXIT-
DESCRIMINATOR (MED), IGP METRIC, etc.

Route-maps provide the flexibility to implement complex BGP policies
based on pre-configured logical conditions. In particular, Route-
maps can be used to control import and export policies for incoming
and outgoing routes, control the redistribution of routes between BGP
and other protocols, and influence the selection of best paths by
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manipulating the attributes associated with the BGP decision process.
Very complex logical expressions that implement various types of
policies can be implemented using a combination of Route-maps, BGP-
attributes, Access-lists, and Community attributes.

When looking at possible strategies for inter-domain TE with BGP, it
must be noted that the outbound traffic exit point is controllable,
whereas the interconnection point where inbound traffic is received
from an EBGP peer typically is not, unless a special arrangement is
made with the peer sending the traffic. Therefore, it is up to each
individual network to implement sound TE strategies that deal with
the efficient delivery of outbound traffic from one’s customers to
one’s peering points. The vast majority of TE policy is based upon a
"closest exit" strategy, which offloads interdomain traffic at the
nearest outbound peer point towards the destination autonomous
system. Most methods of manipulating the point at which inbound
traffic enters a network from an EBGP peer (inconsistent route
announcements between peering points, AS pre-pending, and sending
MEDSs) are either ineffective, or not accepted in the peering
community.

Inter-domain TE with BGP is generally effective, but it is usually
applied in a trial-and-error fashion. A systematic approach for
inter-domain traffic engineering is yet to be devised.

Inter-domain TE is inherently more difficult than intra-domain TE
under the current Internet architecture. The reasons for this are

both technical and administrative. Technically, while topology and
link state information are helpful for mapping traffic more

effectively, BGP does not propagate such information across domain
boundaries for stability and scalability reasons. Administratively,
there are differences in operating costs and network capacities
between domains. Generally, what may be considered a good solution
in one domain may not necessarily be a good solution in another
domain. Moreover, it would generally be considered inadvisable for
one domain to permit another domain to influence the routing and
management of traffic in its network.

MPLS TE-tunnels (explicit LSPs) can potentially add a degree of
flexibility in the selection of exit points for inter-domain routing.

The concept of relative and absolute metrics can be applied to this
purpose. The idea is that if BGP attributes are defined such that

the BGP decision process depends on IGP metrics to select exit points
for inter-domain traffic, then some inter-domain traffic destined to

a given peer network can be made to prefer a specific exit point by
establishing a TE-tunnel between the router making the selection to
the peering point via a TE-tunnel and assigning the TE-tunnel a

metric which is smaller than the IGP cost to all other peering
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points. If a peer accepts and processes MEDs, then a similar MPLS
TE-tunnel based scheme can be applied to cause certain entrance
points to be preferred by setting MED to be an IGP cost, which has
been modified by the tunnel metric.

Similar to intra-domain TE, inter-domain TE is best accomplished when
a traffic matrix can be derived to depict the volume of traffic from
one autonomous system to another.

Generally, redistribution of inter-domain traffic requires
coordination between peering partners. An export policy in one
domain that results in load redistribution across peer points with
another domain can significantly affect the local traffic matrix
inside the domain of the peering partner. This, in turn, will affect
the intra-domain TE due to changes in the spatial distribution of
traffic. Therefore, it is mutually beneficial for peering partners

to coordinate with each other before attempting any policy changes
that may result in significant shifts in inter-domain traffic. In
certain contexts, this coordination can be quite challenging due to
technical and non- technical reasons.

It is a matter of speculation as to whether MPLS, or similar
technologies, can be extended to allow selection of constrained paths
across domain boundaries.

8.0 Overview of Contemporary TE Practices in Operational IP Networks

This section provides an overview of some contemporary traffic
engineering practices in IP networks. The focus is primarily on the
aspects that pertain to the control of the routing function in
operational contexts. The intent here is to provide an overview of
the commonly used practices. The discussion is not intended to be
exhaustive.

Currently, service providers apply many of the traffic engineering
mechanisms discussed in this document to optimize the performance of
their IP networks. These techniques include capacity planning for

long time scales, routing control using IGP metrics and MPLS for
medium time scales, the overlay model also for medium time scales,
and traffic management mechanisms for short time scale.

When a service provider plans to build an IP network, or expand the
capacity of an existing network, effective capacity planning should

be an important component of the process. Such plans may take the
following aspects into account: location of new nodes if any,

existing and predicted traffic patterns, costs, link capacity,

topology, routing design, and survivability.
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Performance optimization of operational networks is usually an
ongoing process in which traffic statistics, performance parameters,
and fault indicators are continually collected from the network.

This empirical data is then analyzed and used to trigger various
traffic engineering mechanisms. Tools that perform what-if analysis
can also be used to assist the TE process by allowing various
scenarios to be reviewed before a new set of configurations are
implemented in the operational network.

Traditionally, intra-domain real-time TE with IGP is done by
increasing the OSPF or IS-1S metric of a congested link until enough
traffic has been diverted from that link. This approach has some
limitations as discussed in Section 6.2. Recently, some new intra-
domain TE approaches/tools have been proposed
[RR94][FTOO][FTO1][WANG]. Such approaches/tools take traffic matrix,
network topology, and network performance objective(s) as input, and
produce some link metrics and possibly some unequal load-sharing
ratios to be set at the head-end routers of some ECMPs as output.
These new progresses open new possibility for intra-domain TE with
IGP to be done in a more systematic way.

The overlay model (IP over ATM or IP over Frame relay) is another
approach which is commonly used in practice [AWD2]. The IP over ATM
technique is no longer viewed favorably due to recent advances in
MPLS and router hardware technology.

Deployment of MPLS for traffic engineering applications has commenced
in some service provider networks. One operational scenario is to
deploy MPLS in conjunction with an IGP (IS-IS-TE or OSPF-TE) that
supports the traffic engineering extensions, in conjunction with
constraint-based routing for explicit route computations, and a

signaling protocol (e.g., RSVP-TE or CRLDP) for LSP instantiation.

In contemporary MPLS traffic engineering contexts, network
administrators specify and configure link attributes and resource
constraints such as maximum reservable bandwidth and resource class
attributes for links (interfaces) within the MPLS domain. A link

state protocol that supports TE extensions (IS-IS-TE or OSPF-TE) is
used to propagate information about network topology and link
attribute to all routers in the routing area. Network administrators
also specify all the LSPs that are to originate each router. For

each LSP, the network administrator specifies the destination node
and the attributes of the LSP which indicate the requirements that to
be satisfied during the path selection process. Each router then
uses a local constraint-based routing process to compute explicit
paths for all LSPs originating from it. Subsequently, a signaling
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protocol is used to instantiate the LSPs. By assigning proper
bandwidth values to links and LSPs, congestion caused by uneven
traffic distribution can generally be avoided or mitigated.

The bandwidth attributes of LSPs used for traffic engineering can be
updated periodically. The basic concept is that the bandwidth
assigned to an LSP should relate in some manner to the bandwidth
requirements of traffic that actually flows through the LSP. The
traffic attribute of an LSP can be modified to accommodate traffic
growth and persistent traffic shifts. If network congestion occurs
due to some unexpected events, existing LSPs can be rerouted to
alleviate the situation or network administrator can configure new
LSPs to divert some traffic to alternative paths. The reservable
bandwidth of the congested links can also be reduced to force some
LSPs to be rerouted to other paths.

In an MPLS domain, a traffic matrix can also be estimated by
monitoring the traffic on LSPs. Such traffic statistics can be used
for a variety of purposes including network planning and network
optimization. Current practice suggests that deploying an MPLS
network consisting of hundreds of routers and thousands of LSPs is
feasible. In summary, recent deployment experience suggests that
MPLS approach is very effective for traffic engineering in IP
networks [XIAO].

As mentioned previously in Section 7.0, one usually has no direct
control over the distribution of inbound traffic. Therefore, the

main goal of contemporary inter-domain TE is to optimize the
distribution of outbound traffic between multiple inter-domain links.
When operating a global network, maintaining the ability to operate
the network in a regional fashion where desired, while continuing to
take advantage of the benefits of a global network, also becomes an
important objective.

Inter-domain TE with BGP usually begins with the placement of
multiple peering interconnection points in locations that have high
peer density, are in close proximity to originating/terminating
traffic locations on one’s own network, and are lowest in cost.
There are generally several locations in each region of the world
where the vast majority of major networks congregate and
interconnect. Some location-decision problems that arise in
association with inter-domain routing are discussed in [AWDS5].

Once the locations of the interconnects are determined, and circuits

are implemented, one decides how best to handle the routes heard from
the peer, as well as how to propagate the peers’ routes within one’s
own network. One way to engineer outbound traffic flows on a network
with many EBGP peers is to create a hierarchy of peers. Generally,
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the Local Preferences of all peers are set to the same value so that
the shortest AS paths will be chosen to forward traffic. Then, by
over-writing the inbound MED metric (Multi-exit-discriminator metric,
also referred to as "BGP metric". Both terms are used
interchangeably in this document) with BGP metrics to routes received
at different peers, the hierarchy can be formed. For example, all
Local Preferences can be set to 200, preferred private peers can be
assigned a BGP metric of 50, the rest of the private peers can be
assigned a BGP metric of 100, and public peers can be assigned a BGP
metric of 600. "Preferred" peers might be defined as those peers

with whom the most available capacity exists, whose customer base is
larger in comparison to other peers, whose interconnection costs are
the lowest, and with whom upgrading existing capacity is the easiest.
In a network with low utilization at the edge, this works well. The
same concept could be applied to a network with higher edge
utilization by creating more levels of BGP metrics between peers,
allowing for more granularity in selecting the exit points for

traffic bound for a dual homed customer on a peer’s network.

By only replacing inbound MED metrics with BGP metrics, only equal
AS-Path length routes’ exit points are being changed. (The BGP
decision considers Local Preference first, then AS-Path length, and
then BGP metric). For example, assume a network has two possible
egress points, peer A and peer B. Each peer has 40% of the
Internet’s routes exclusively on its network, while the remaining 20%
of the Internet’s routes are from customers who dual home between A
and B. Assume that both peers have a Local Preference of 200 and a
BGP metric of 100. If the link to peer A is congested, increasing

its BGP metric while leaving the Local Preference at 200 will ensure
that the 20% of total routes belonging to dual homed customers will
prefer peer B as the exit point. The previous example would be used
in a situation where all exit points to a given peer were close to
congestion levels, and traffic needed to be shifted away from that
peer entirely.

When there are multiple exit points to a given peer, and only one of
them is congested, it is not necessary to shift traffic away from the
peer entirely, but only from the one congested circuit. This can be
achieved by using passive IGP-metrics, AS-path filtering, or prefix
filtering.

Occasionally, more drastic changes are needed, for example, in
dealing with a "problem peer" who is difficult to work with on
upgrades or is charging high prices for connectivity to their
network. In that case, the Local Preference to that peer can be
reduced below the level of other peers. This effectively reduces the
amount of traffic sent to that peer to only originating traffic
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(assuming no transit providers are involved). This type of change
can affect a large amount of traffic, and is only used after other
methods have failed to provide the desired results.

Although it is not much of an issue in regional networks, the
propagation of a peer’s routes back through the network must be
considered when a network is peering on a global scale. Sometimes,
business considerations can influence the choice of BGP policies in a
given context. For example, it may be imprudent, from a business
perspective, to operate a global network and provide full access to
the global customer base to a small network in a particular country.
However, for the purpose of providing one’s own customers with
quality service in a particular region, good connectivity to that
in-country network may still be necessary. This can be achieved by
assigning a set of communities at the edge of the network, which have
a known behavior when routes tagged with those communities are
propagating back through the core. Routes heard from local peers
will be prevented from propagating back to the global network,
whereas routes learned from larger peers may be allowed to propagate
freely throughout the entire global network. By implementing a
flexible community strategy, the benefits of using a single global AS
Number (ASN) can be realized, while the benefits of operating
regional networks can also be taken advantage of. An alternative to
doing this is to use different ASNs in different regions, with the
consequence that the AS path length for routes announced by that
service provider will increase.

9.0 Conclusion

This document described principles for traffic engineering in the
Internet. It presented an overview of some of the basic issues
surrounding traffic engineering in IP networks. The context of TE

was described, a TE process models and a taxonomy of TE styles were
presented. A brief historical review of pertinent developments

related to traffic engineering was provided. A survey of

contemporary TE techniques in operational networks was presented.
Additionally, the document specified a set of generic requirements,
recommendations, and options for Internet traffic engineering.

10.0 Security Considerations

This document does not introduce new security issues.
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1. Introduction

This document is the result of the Network Hierarchy and

Survivability Techniques Design Team established within the Traffic
Engineering Working Group. This team collected and documented
current and near term requirements for survivability and hierarchy in
service provider environments. For clarity, an expanded set of
definitions is included. The team determined that there appears to

be a need to define a small set of interoperable survivability

approaches in packet and non-packet networks. Suggested approaches
include path-based as well as one that repairs connections in
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proximity to the network fault. They operate primarily at a single
network layer. For hierarchy, there did not appear to be a driving
near-term need for work on "vertical hierarchy," defined as
communication between network layers such as Time Division
Multiplexed (TDM)/optical and Multi-Protocol Label Switching (MPLS).
In particular, instead of direct exchange of signaling and routing
between vertical layers, some looser form of coordination and
communication, such as the specification of hold-off timers, is a
nearer term need. For "horizontal hierarchy" in data networks, there
are several pressing needs. The requirement is to be able to set up
many Label Switched Paths (LSPs) in a service provider network with
hierarchical Interior Gateway Protocol (IGP). This is necessary to
support layer 2 and layer 3 Virtual Private Network (VPN) services
that require edge-to-edge signaling across a core network.

This document presents a proposal of the near-term and practical
requirements for network survivability and hierarchy in current

service provider environments. With feedback from the working group
solicited, the objective is to help focus the work that is being
addressed in the TEWG (Traffic Engineering Working Group), CCAMP
(Common Control and Measurement Plane Working Group), and other
working groups. A main goal of this work is to provide some
expedience for required functionality in multi-vendor service

provider networks. The initial focus is primarily on intra-domain
operations. However, to maintain consistency in the provision of
end-to-end service in a multi-provider environment, rules governing
the operations of survivability mechanisms at domain boundaries must
also be specified. While such issues are raised and discussed, where
appropriate, they will not be treated in depth in the initial release

of this document.

The document first develops a set of definitions to be used later in
this document and potentially in other documents as well. It then
addresses the requirements and issues associated with service
restoration, hierarchy, and finally a short discussion of
survivability in hierarchical context.

Here is a summary of the findings:
A. Survivability Requirements

0 need to define a small set of interoperable survivability
approaches in packet and non-packet networks
0 suggested survivability mechanisms include
- 1:1 path protection with pre-established backup capacity (non-
shared)
- 1:1 path protection with pre-planned backup capacity (shared)
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- local restoration with repairs in proximity to the network
fault
- path restoration through source-based rerouting
o timing bounds for service restoration to support voice call cutoff
(140 msec to 2 sec), protocol timer requirements in premium data
services, and mission critical applications
0 use of restoration priority for service differentiation

B. Hierarchy Requirements
B.1. Horizontally Oriented Hierarchy (Intra-Domain)

o ability to set up many LSPs in a service provider network with
hierarchical IGP, for the support of layer 2 and layer 3 VPN
services

o requirements for multi-area traffic engineering need to be
developed to provide guidance for any necessary protocol
extensions

B.2. Vertically Oriented Hierarchy

The following functionality for survivability is common on most
routing equipment today.

0 near-term need is some loose form of coordination and
communication based on the use of nested hold-off timers, instead
of direct exchange of signaling and routing between vertical
layers

o means for an upper layer to immediately begin recovery actions in
the event that a lower layer is not configured to perform recovery

C. Survivability Requirements in Horizontal Hierarchy

0 protection of end-to-end connection is based on a concatenated set
of connections, each protected within their area

0 mechanisms for connection routing may include (1) a network
element that participates on both sides of a boundary (e.g., OSPF
ABR) - note that this is a common point of failure; (2) a route
server

o need for inter-area signaling of survivability information (1) to
enable a "least common denominator” survivability mechanism at the
boundary; (2) to convey the success or failure of the service
restoration action; e.g., if a part of a "connection" is down on
one side of a boundary, there is no need for the other side to
recover from failures
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2. Terminology and Concepts
2.1 Hierarchy

Hierarchy is a technique used to build scalable complex systems. It

is based on an abstraction, at each level, of what is most

significant from the details and internal structures of the levels

further away. This approach makes use of a general property of all
hierarchical systems composed of related subsystems that interactions
between subsystems decrease as the level of communication between
subsystems decreases.

Network hierarchy is an abstraction of part of a network’s topology,
routing and signaling mechanisms. Abstraction may be used as a
mechanism to build large networks or as a technique for enforcing
administrative, topological, or geographic boundaries. For example,
network hierarchy might be used to separate the metropolitan and
long-haul regions of a network, or to separate the regional and

backbone sections of a network, or to interconnect service provider
networks (with BGP which reduces a network to an Autonomous System).

In this document, network hierarchy is considered from two
perspectives:

(1) Vertically oriented: between two network technology layers.
(2) Horizontally oriented: between two areas or administrative
subdivisions within the same network technology layer.

2.1.1 Vertical Hierarchy

Vertical hierarchy is the abstraction, or reduction in information,
which would be of benefit when communicating information across
network technology layers, as in propagating information between
optical and router networks.

In the vertical hierarchy, the total network functions are

partitioned into a series of functional or technological layers with

clear logical, and maybe even physical, separation between adjacent
layers. Survivability mechanisms either currently exist or are being
developed at multiple layers in networks [3]. The optical layer is

now becoming capable of providing dynamic ring and mesh restoration
functionality, in addition to traditional 1+1 or 1:1 protection. The
Synchronous Digital Hierarchy (SDH)/Synchronous Optical NETwork
(SONET) layer provides survivability capability with automatic
protection switching (APS), as well as self-healing ring and mesh
restoration architectures. Similar functionality has been defined in

the Asynchronous Transfer Mode (ATM) Layer, with work ongoing to also
provide such functionality using MPLS [4]. At the IP layer,
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rerouting is used to restore service continuity following link and
node outages. Rerouting at the IP layer, however, occurs after a
period of routing convergence, which may require a few seconds to
several minutes to complete [5].

2.1.2 Horizontal Hierarchy

Horizontal hierarchy is the abstraction that allows a network at one
technology layer, for instance a packet network, to scale. Examples
of horizontal hierarchy include BGP confederations, separate
Autonomous Systems, and multi-area OSPF.

In the horizontal hierarchy, a large network is partitioned into

multiple smaller, non-overlapping sub-networks. The partitioning
criteria can be based on topology, network function, administrative
policy, or service domain demarcation. Two networks at the *same*
hierarchical level, e.g., two Autonomous Systems in BGP, may share a
peer relation with each other through some loose form of coupling.

On the other hand, for routing in large networks using multi-area
OSPF, abstraction through the aggregation of routing information is
achieved through a hierarchical partitioning of the network.

2.2 Survivability Terminology

In alphabetical order, the following terms are defined in this
section:

backup entity, same as protection entity (section 2.2.2)
extra traffic (section 2.2.2)

non-revertive mode (section 2.2.2)

normalization (section 2.2.2)

preemptable traffic, same as extra traffic (section 2.2.2)
preemption priority (section 2.2.4)

protection (section 2.2.3)

protection entity (section 2.2.2)

protection switching (section 2.2.3)

protection switch time (section 2.2.4)

recovery (section 2.2.2)

recovery by rerouting, same as restoration (section 2.2.3)
recovery entity, same as protection entity (section 2.2.2)
restoration (section 2.2.3)

restoration priority (section 2.2.4)

restoration time (section 2.2.4)

revertive mode (section 2.2.2)

shared risk group (SRG) (section 2.2.2)

survivability (section 2.2.1)

working entity (section 2.2.2)
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2.2.1 Survivability

Survivability is the capability of a network to maintain service
continuity in the presence of faults within the network [6].
Survivability mechanisms such as protection and restoration are
implemented either on a per-link basis, on a per-path basis, or
throughout an entire network to alleviate service disruption at
affordable costs. The degree of survivability is determined by the
network’s capability to survive single failures, multiple failures,
and equipment failures.

2.2.2 Generic Operations

This document does not discuss the sequence of events of how network
failures are monitored, detected, and mitigated. For more detail of

this aspect, see [4]. Also, the repair process following a failure

is out of the scope here.

A working entity is the entity that is used to carry traffic in

normal operation mode. Depending upon the context, an entity can be
a channel or a transmission link in the physical layer, an Label
Switched Path (LSP) in MPLS, or a logical bundle of one or more LSPs.

A protection entity, also called backup entity or recovery entity, is
the entity that is used to carry protected traffic in recovery
operation mode, i.e., when the working entity is in error or has
failed.

Extra traffic, also referred to as preemptable traffic, is the
traffic carried over the protection entity while the working entity
is active. Extra traffic is not protected, i.e., when the protection
entity is required to protect the traffic that is being carried over
the working entity, the extra traffic is preempted.

A shared risk group (SRG) is a set of network elements that are
collectively impacted by a specific fault or fault type. For

example, a shared risk link group (SRLG) is the union of all the

links on those fibers that are routed in the same physical conduit in

a fiber-span network. This concept includes, besides shared conduit,
other types of compromise such as shared fiber cable, shared right of
way, shared optical ring, shared office without power sharing, etc.
The span of an SRG, such as the length of the sharing for compromised
outside plant, needs to be considered on a per fault basis. The
concept of SRG can be extended to represent a "risk domain” and its
associated capabilities and summarization for traffic engineering
purposes. See [7] for further discussion.
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Normalization is the sequence of events and actions taken by a
network that returns the network to the preferred state upon
completing repair of a failure. This could include the switching or
rerouting of affected traffic to the original repaired working
entities or new routes. Revertive mode refers to the case where
traffic is automatically returned to a repaired working entity (also
called switch back).

Recovery is the sequence of events and actions taken by a network
after the detection of a failure to maintain the required performance
level for existing services (e.g., according to service level
agreements) and to allow normalization of the network. The actions
include natification of the failure followed by two parallel

processes: (1) a repair process with fault isolation and repair of

the failed components, and (2) a reconfiguration process using
survivability mechanisms to maintain service continuity. In
protection, reconfiguration involves switching the affected traffic
from a working entity to a protection entity. In restoration,
reconfiguration involves path selection and rerouting for the
affected traffic.

Revertive mode is a procedure in which revertive action, i.e., switch
back from the protection entity to the working entity, is taken once
the failed working entity has been repaired. In non-revertive mode,
such action is not taken. To minimize service interruption, switch-
back in revertive mode should be performed at a time when there is
the least impact on the traffic concerned, or by using the make-
before-break concept.

Non-revertive mode is the case where there is no preferred path or it
may be desirable to minimize further disruption of the service
brought on by a revertive switching operation. A switch-back to the
original working path is not desired or not possible since the

original path may no longer exist after the occurrence of a fault on
that path.

2.2.3 Survivability Techniques

Protection, also called protection switching, is a survivability
technique based on predetermined failure recovery: as the working
entity is established, a protection entity is also established.
Protection techniques can be implemented by several architectures:
1+1, 1:1, 1:n, and m:n. In the context of SDH/SONET, they are
referred to as Automatic Protection Switching (APS).

In the 1+1 protection architecture, a protection entity is dedicated

to each working entity. The dual-feed mechanism is used whereby the
working entity is permanently bridged onto the protection entity at
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the source of the protected domain. In normal operation mode,
identical traffic is transmitted simultaneously on both the working

and protection entities. At the other end (sink) of the protected
domain, both feeds are monitored for alarms and maintenance signals.
A selection between the working and protection entity is made based
on some predetermined criteria, such as the transmission performance
requirements or defect indication.

In the 1:1 protection architecture, a protection entity is also
dedicated to each working entity. The protected traffic is normally
transmitted by the working entity. When the working entity fails,
the protected traffic is switched to the protection entity. The two
ends of the protected domain must signal detection of the fault and
initiate the switchover.

In the 1:n protection architecture, a dedicated protection entity is
shared by n working entities. In this case, not all of the affected
traffic may be protected.

The m:n architecture is a generalization of the 1:n architecture.
Typically m <= n, where m dedicated protection entities are shared by
n working entities.

Restoration, also referred to as recovery by rerouting [4], is a
survivability technique that establishes new paths or path segments
on demand, for restoring affected traffic after the occurrence of a
fault. The resources in these alternate paths are the currently
unassigned (unreserved) resources in the same layer. Preemption of
extra traffic may also be used if spare resources are not available
to carry the higher-priority protected traffic. As initiated by
detection of a fault on the working path, the selection of a recovery
path may be based on preplanned configurations, network routing
policies, or current network status such as network topology and
fault information. Signaling is used for establishing the new paths
to bypass the fault. Thus, restoration involves a path selection
process followed by rerouting of the affected traffic from the
working entity to the recovery entity.

2.2.4 Survivability Performance

Protection switch time is the time interval from the occurrence of a
network fault until the completion of the protection-switching
operations. Itincludes the detection time necessary to initiate the
protection switch, any hold-off time to allow for the interworking of
protection schemes, and the switch completion time.
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Restoration time is the time interval from the occurrence of a
network fault to the instant when the affected traffic is either
completely restored, or until spare resources are exhausted, and/or
no more extra traffic exists that can be preempted to make room.

Restoration priority is a method of giving preference to protect
higher-priority traffic ahead of lower-priority traffic. Its use is

to help determine the order of restoring traffic after a failure has
occurred. The purpose is to differentiate service restoration time
as well as to control access to available spare capacity for
different classes of traffic.

Preemption priority is a method of determining which traffic can be
disconnected in the event that not all traffic with a higher
restoration priority is restored after the occurrence of a failure.

2.3 Survivability Mechanisms: Comparison

In a survivable network design, spare capacity and diversity must be
built into the network from the beginning to support some degree of
self-healing whenever failures occur. A common strategy is to
associate each working entity with a protection entity having either
dedicated resources or shared resources that are pre-reserved or
reserved-on-demand. According to the methods of setting up a
protection entity, different approaches to providing survivability

can be classified. Generally, protection techniques are based on
having a dedicated protection entity set up prior to failure. Such

is not the case in restoration techniques, which mainly rely on the
use of spare capacity in the network. Hence, in terms of trade-offs,
protection techniques usually offer fast recovery from failure with
enhanced availability, while restoration techniques usually achieve
better resource utilization.

A 1+1 protection architecture is rather expensive since resource
duplication is required for the working and protection entities. It
is generally used for specific services that need a very high
availability.

A 1:1 architecture is inherently slower in recovering from failure

than a 1+1 architecture since communication between both ends of the
protection domain is required to perform the switch-over operation.

An advantage is that the protection entity can optionally be used to
carry low-priority extra traffic in normal operation, if traffic

preemption is allowed. Packet networks can pre-establish a

protection path for later use with pre-planned but not pre-reserved
capacity. That is, if no packets are sent onto a protection path,
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then no bandwidth is consumed. This is not the case in transmission
networks like optical or TDM where path establishment and resource
reservation cannot be decoupled.

In the 1:n protection architecture, traffic is normally sent on the
working entities. When multiple working entities have failed
simultaneously, only one of them can be restored by the common
protection entity. This contention could be resolved by assigning a
different preemptive priority to each working entity. As in the 1:1
case, the protection entity can optionally be used to carry
preemptable traffic in normal operation.

While the m:n architecture can improve system availability with small
cost increases, it has rarely been implemented or standardized.

When compared with protection mechanisms, restoration mechanisms are
generally more frugal as no resources are committed until after the

fault occurs and the location of the fault is known. However,

restoration mechanisms are inherently slower, since more must be done
following the detection of a fault. Also, the time it takes for the

dynamic selection and establishment of alternate paths may vary,
depending on the amount of traffic and connections to be restored,

and is influenced by the network topology, technology employed, and
the type and severity of the fault. As a result, restoration time

tends to be more variable than the protection switch time needed with
pre-selected protection entities. Hence, in using restoration
mechanisms, it is essential to use restoration priority to ensure

that service objectives are met cost-effectively.

Once the network routing algorithms have converged after a fault, it
may be preferable in some cases, to reoptimize the network by
performing a reroute based on the current state of the network and
network policies.

3. Survivability
3.1 Scope

Interoperable approaches to network survivability were determined to
be an immediate requirement in packet networks as well as in
SDH/SONET framed TDM networks. Not as pressing at this time were
techniques that would cover all-optical networks (e.g., where framing
is unknown), as the control of these networks in a multi-vendor
environment appeared to have some other hurdles to first deal with.
Also, not of immediate interest were approaches to coordinate or
explicity communicate survivability mechanisms across network layers
(such as from a TDM or optical network to/from an IP network).
However, a capability should be provided for a network operator to
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perform fault notification and to control the operation of

survivability mechanisms among different layers. This may require
the development of corresponding OAM functionality. However, such
issues and those related to OAM are currently outside the scope of
this document. (For proposed MPLS OAM requirements, see [8, 9]).

The initial scope is to address only "backhoe failures" in the
inter-office connections of a service provider network. A link
connection in the router layer is typically comprised of multiple
spans in the lower layers. Therefore, the types of network failures
that cause a recovery to be performed include link/span failures.
However, linecard and node failures may not need to be treated any
differently than their respective link/span failures, as a router

failure may be represented as a set of simultaneous link failures.

Depending on the actual network configuration, drop-side interface
(e.g., between a customer and an access router, or between a router
and an optical cross-connect) may be considered either inter-domain
or inter-layer. Another inter-domain scenario is the use of intra-
office links for interconnecting a metro network and a core network,
with both networks being administered by the same service provider.
Failures at such interfaces may be similarly protected by the
mechanisms of this section.

Other more complex failure mechanisms such as systematic control-
plane failure, configuration error, or breach of security are not

within the scope of the survivability mechanisms discussed in this
document. Network impairment such as congestion that results in
lower throughput are also not covered.

3.2 Required initial set of survivability mechanisms
3.2.1 1:1 Path Protection with Pre-Established Capacity

In this protection mode, the head end of a working connection
establishes a protection connection to the destination. There should
be the ability to maintain relative restoration priorities between
working and protection connections, as well as between different
classes of protection connections.

In normal operation, traffic is only sent on the working connection,
though the ability to signal that traffic will be sent on both

connections (1+1 Path for signaling purposes) would be valuable in
non-packet networks. Some distinction between working and protection
connections is likely, either through explicit objects, or preferably
through implicit methods such as general classes or priorities. Head
ends need the ability to create connections that are as failure

disjoint as possible from each other. This requires SRG information
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that can be generally assigned to either nodes or links and
propagated through the control or management plane. In this
mechanism, capacity in the protection connection is pre-established,
however it should be capable of carrying preemptable extra traffic in
non-packet networks. When protection capacity is called into service
during recovery, there should be the ability to promote the

protection connection to working status (for non-revertive mode
operation) with some form of make-before-break capability.

3.2.2 1:1 Path Protection with Pre-Planned Capacity

Similar to the above 1:1 protection with pre-established capacity,

the protection connection in this case is also pre-signaled. The
difference is in the way protection capacity is assigned. With pre-
planned capacity, the mechanism supports the ability for the
protection capacity to be shared, or "double-booked". Operators need
the ability to provision different amounts of protection capacity
according to expected failure modes and service level agreements.
Thus, an operator may wish to provision sufficient restoration
capacity to handle a single failure affecting all connections in an
SRG, or may wish to provision less or more restoration capacity.
Mechanisms should be provided to allow restoration capacity on each
link to be shared by SRG-disjoint failures. In a sense, thisis 1:1

from a path perspective; however, the protection capacity in the
network (on a link by link basis) is shared in a 1:n fashion, e.g.,

see the proposals in [10, 11]. If capacity is planned but not

allocated, some form of signaling could be required before traffic

may be sent on protection connections, especially in TDM networks.

The use of this approach improves network resource utilization, but
may require more careful planning. So, initial deployment might be
based on 1:1 path protection with pre-established capacity and the
local restoration mechanism to be described next.

3.2.3 Local Restoration

Due to the time impact of signal propagation, dynamic recovery of an
entire path may not meet the service requirements of some networks.
The solution to this is to restore connectivity of the link or span

in immediate proximity to the fault, e.g., see the proposals in [12,

13]. At a minimum, this approach should be able to protect against
connectivity-type SRGs, though protecting against node-based SRGs
might be worthwhile. Also, this approach is applicable to support
restoration on the inter-domain and inter-layer interconnection
scenarios using intra-office links as described in the Scope Section.
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Head end systems must have some control as to whether their
connections are candidates for or excluded from local restoration.

For example, best-effort and preemptable traffic may be excluded from
local restoration; they only get restored if there is bandwidth

available. This type of control may require the definition of an

object in signaling.

Since local restoration may be suboptimal, a means for head end
systems to later perform path-level re-grooming must be supported for
this approach.

3.2.4 Path Restoration

In this approach, connections that are impacted by a fault are
rerouted by the originating network element upon notification of
connection failure. Such a source-based approach is efficient for
network resources, but typically takes longer to accomplish
restoration. It does not involve any new mechanisms. It merely is a
mention of another common approach to protecting against faults in a
network.

3.3 Applications Supported

With service continuity under failure as a goal, a network is
"survivable" if, in the face of a network failure, connectivity is
interrupted for a "brief' period and then recovered before the
network failure ends. The length of this interrupted period is
dependent upon the application supported. Here are some typical
applications and considerations that drive the requirements for an
acceptable protection switch time or restoration time:

- Best-effort data: recovery of network connectivity by rerouting at
the IP layer would be sufficient

- Premium data service: need to meet TCP timeout or application
protocol timer requirements

- Voice: call cutoff is in the range of 140 msec to 2 sec (the time
that a person waits after interruption of the speech path before
hanging up or the time that a telephone switch will disconnect a
call)

- Other real-time service (e.g., streaming, fax) where an
interruption would cause the session to terminate

- Mission-critical applications that cannot tolerate even brief
interruptions, for example, real-time financial transactions
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3.4 Timing Bounds for Survivability Mechanisms

The approach to picking the types of survivability mechanisms
recommended was to consider a spectrum of mechanisms that can be used
to protect traffic with varying characteristics of survivability and

speed of protection/restoration, and then attempt to select a few
general points that provide some coverage across that spectrum. The
focus of this work is to provide requirements to which a small set of
detailed proposals may be developed, allowing the operator some
(limited) flexibility in approaches to meeting their design goals in
engineering multi-vendor networks. Requirements of different
applications as listed in the previous sub-section were discussed
generally, however none on the team would likely attest to the
scientific merit of the ability of the timing bounds below to meet

any specific application’s needs. A few assumptions include:

1. Approaches in which protection switch without propagation of
information are likely to be faster than those that do require
some form of fault notification to some or all elements in a
network.

2. Approaches that require some form of signaling after a fault will
also likely suffer some timing impact.

Proposed timing bounds for different survivability mechanisms are as
follows (all bounds are exclusive of signal propagation):

1:1 path protection with pre-established capacity: 100-500 ms
1:1 path protection with pre-planned capacity: ~ 100-750 ms
Local restoration: 50 ms

Path restoration: 1-5 seconds

To ensure that the service requirements for different applications
can be met within the above timing bounds, restoration priority must
be implemented to determine the order in which connections are
restored (to minimize service restoration time as well as to gain
access to available spare capacity on the best paths). For example,
mission critical applications may require high restoration priority.

At the fiber layer, instead of specific applications, it may be

possible that priority be given to certain classifications of

customers with their traffic types enclosed within the customer
aggregate. Preemption priority should only be used in the event that
not all connections can be restored, in which case connections with
lower preemption priority should be released. Depending on a service
provider’s strategy in provisioning network resources for backup,
preemption may or may not be needed in the network.
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3.5 Coordination Among Layers

A common design goal for networks with multiple technological layers
is to provide the desired level of service in the most cost-effective
manner. Multilayer survivability may allow the optimization of spare
resources through the improvement of resource utilization by sharing
spare capacity across different layers, though further investigations
are needed. Coordination during recovery among different network
layers (e.g., IP, SDH/SONET, optical layer) might necessitate
development of vertical hierarchy. The benefits of providing
survivability mechanisms at multiple layers, and the optimization of
the overall approach, must be weighed with the associated cost and
service impacts.

A default coordination mechanism for inter-layer interaction could be
the use of nested timers and current SDH/SONET fault monitoring, as
has been done traditionally for backward compatibility. Thus, when
lower-layer recovery happens in a longer time period than higher-
layer recovery, a hold-off timer is utilized to avoid contention
between the different single-layer survivability schemes. In other
words, multilayer interaction is addressed by having successively
higher multiplexing levels operate at a protection/restoration time
scale greater than the next lowest layer. This can impact the

overall time to recover service. For example, if SDH/SONET
protection switching is used, MPLS recovery timers must wait until
SDH/SONET has had time to switch. Setting such timers involves a
tradeoff between rapid recovery and creation of a race condition
where multiple layers are responding to the same fault, potentially
allocating resources in an inefficient manner.

In other configurations where the lower layer does not have a
restoration capability or is not expected to protect, say an

unprotected SDH/SONET linear circuit, then there must be a mechanism
for the lower layer to trigger the higher layer to take recovery

actions immediately. This difference in network configuration means
that implementations must allow for adjustment of hold-off timer

values and/or a means for a lower layer to immediately indicate to a
higher layer that a fault has occurred so that the higher layer can

take restoration or protection actions.

Furthermore, faults at higher layers should not trigger restoration
or protection actions at lower layers [3, 4].

It was felt that the current approach to coordination of

survivability approaches currently did not have significant

operational shortfalls. These approaches include protecting traffic

solely at one layer (e.g., at the IP layer over linear WDM, or at the
SDH/SONET layer). Where survivability mechanisms might be deployed
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at several layers, such as when a routed network rides a SDH/SONET
protected network, it was felt that current coordination approaches
were sufficient in many cases. One exception is the hold-off of MPLS
recovery until the completion of SDH/SONET protection switching as
described above. This limits the recovery time of fast MPLS
restoration. Also, by design, the operations and mechanisms within a
given layer tend to be invisible to other layers.

3.6 Evolution Toward IP Over Optical

As more pressing requirements for survivability and horizontal
hierarchy for edge-to-edge signaling are met with technical

proposals, it is believed that the benefits of merging (in some

manner) the control planes of multiple layers will be outlined. When
these benefits are self-evident, it would then seem to be the right

time to review whether vertical hierarchy mechanisms are needed, and
what the requirements might be. For example, a future requirement
might be to provide a better match between the recovery requirements
of IP networks with the recovery capability of optical transport.

One such proposal is described in [14].

4. Hierarchy Requirements

Efforts in the area of network hierarchy should focus on mechanisms
that would allow more scalable edge-to-edge signaling, or signaling
across networks with existing network hierarchy (such as multi-area
OSPF). This appears to be a more urgent need than mechanisms that
might be needed to interconnect networks at different layers.

4.1 Historical Context

One reason for horizontal hierarchy is functionality (e.g., metro
versus backbone). Geographic "islands" or partitions reduce the need
for interoperability and make administration and operations less
complex. Using a simpler, more interoperable, survivability scheme
at metro/backbone boundaries is natural for many provider network
architectures. In transmission networks, creating geographic islands
of different vendor equipment has been done for a long time because
multi-vendor interoperability has been difficult to achieve.
Traditionally, providers have to coordinate the equipment on either
end of a "connection,” and making this interoperable reduces
complexity. A provider should be able to concatenate survivability
mechanisms in order to provide a "protected link" to the next higher
level. Think of SDH/SONET rings connecting to TDM DXCs with 1+1
line-layer protection between the ADM and the DXC port. The TDM
connection, e.g., a DS3, is protected but usually all equipment on
each SDH/SONET ring is from a single vendor. The DXC cross
connections are controlled by the provider and the ports are
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physically protected resulting in a highly available design. Thus,
concatenation of survivability approaches can be used to cascade
across a horizontal hierarchy. While not perfect, it is workable in
the near to mid-term until multi-vendor interoperability is achieved.

While the problems associated with multi-vendor interoperability may
necessitate horizontal hierarchy as a practical matter in the near to
mid-term (at least this has been the case in TDM networks), there
should not be a technical reason for it in the standards developed by
the IETF for core networks, or even most access networks.
Establishing interoperability of survivability mechanisms between
multi-vendor equipment in core IP networks is urgently required to
enable adoption of IP as a viable core transport technology and to
facilitate the traffic engineering of future multi-service IP

networks [3].

Some of the largest service provider networks currently run a single
areal/level IGP. Some service providers, as well as many large
enterprise networks, run multi-area Open Shortest Path First (OSPF)
to gain increases in scalability. Often, this was from an original
design, so it is difficult to say if the network truly required the
hierarchy to reach its current size.

Some proposals on improved mechanisms to address network hierarchy
have been suggested [15, 16, 17, 18, 19]. This document aims to
provide the concrete requirements so that these and other proposals
can first aim to meet some limited objectives.

4.2 Applications for Horizontal Hierarchy

A primary driver for intra-domain horizontal hierarchy is signaling
capabilities in the context of edge-to-edge VPNSs, potentially across
traffic-engineered data networks. There are a number of different
approaches to layer 2 and layer 3 VPNs and they are currently being
addressed by different emerging protocols in the provider-provisioned
VPNs (e.qg., virtual routers) and Pseudo Wire Edge-to-Edge Emulation
(PWER3) efforts based on either MPLS and/or IP tunnels. These may or
may not need explicit signaling from edge to edge, but it is a common
perception that in order to meet SLAs, some form of edge-to-edge
signaling may be required.

With a large number of edges (N), scalability is concerned with

avoiding the O(N”2) properties of edge-to-edge signaling. However,
the main issue here is not with the scalability of large amounts of
signaling, such as in O(N*2) meshes with a "connection" between every
edge-pair. This is because, even if establishing and maintaining
connections is feasible in a large network, there might be an impact

on core survivability mechanisms which would cause
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protection/restoration times to grow with N2, which would be
undesirable. While some value of N may be inevitable, approaches to
reduce N (e.g. to pull in from the edge to aggregation points) might

be of value.

Thus, most service providers feel that O(N"2) meshes are not
necessary for VPNs, and that the number of tunnels to support VPNs
would be within the scalability bounds of current protocols and
implementations. That may be the case, as there is currently a lack
of ability to signal MPLS tunnels from edge to edge across IGP
hierarchy, such as OSPF areas. This may require the development of
signaling standards that support dynamic establishment and
potentially the restoration of LSPs across a 2-level IGP hierarchy.

For routing scalability, especially in data applications, a major
concern is the amount of processing/state that is required in the
variety of network elements. If some nodes might not be able to
communicate and process the state of every other node, it might be
preferable to limit the information. There is one school of thought
that says that the amount of information contained by a horizontal
barrier should be significant, and that impacts this might have on
optimality in route selection and ability to provide global
survivability are accepted tradeoffs.

4.3 Horizontal Hierarchy Requirements

Mechanisms are required to allow for edge-to-edge signaling of

connections through a network. One network scenario includes medium

to large networks that currently have hierarchical interior routing

such as multi-area OSPF or multi-level Intermediate System to

Intermediate System (IS-IS). The primary context of this is edge-

to-edge signaling, which is thought to be required to assure the SLAs

for the layer 2 and layer 3 VPNs that are being carried across the

network. Another possible context would be edge-to-edge signaling in

TDM SDH/SONET networks with IP control, where metro and core networks
again might be in a hierarchical interior routing domain.

To support edge-to-edge signaling in the above network scenarios
within the framework of existing horizontal hierarchies, current
traffic engineering (TE) methods [20, 6] may need to be extended.
Requirements for multi-area TE need to be developed to provide
guidance for any necessary protocol extensions.

5. Survivability and Hierarchy
When horizontal hierarchy exists in a network technology layer, a

guestion arises as to how survivability can be provided along a
connection that crosses hierarchical boundaries.
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In designing protocols to meet the requirements of hierarchy, an
approach to consider is that boundaries are either clean, or are of
minimal value. However, the concept of network elements that
participate on both sides of a boundary might be a consideration
(e.g., OSPF ABRs). That would allow for devices on either side to
take an intra-area approach within their region of knowledge, and for
the ABR to do this in both areas, and splice the two protected
connections together at a common point (granted it is a common point
of failure now). If the limitations of this approach start to appear

in operational settings, then perhaps it would be time to start

thinking about route-servers and signaling propagated directives.
However, one initial approach might be to signal through a common
border router, and to consider the service as protected as it

consists of a concatenated set of connections which are each
protected within their area. Another approach might be to have a
least common denominator mechanism at the boundary, e.g., 1+1 port
protection. There should also be some standardized means for a
survivability scheme on one side of such a boundary to communicate
with the scheme on the other side regarding the success or failure of
the recovery action. For example, if a part of a "connection" is

down on one side of such a boundary, there is no need for the other
side to recover from failures.

In summary, at this time, approaches as described above that allow
concatenation of survivability schemes across hierarchical boundaries
seem sufficient.

6. Security Considerations

The set of SRGs that are defined for a network under a common
administrative control and the corresponding assignment of these SRGs
to nodes and links within the administrative control is sensitive
information and needs to be protected. An SRG is an acknowledgement
that nodes and links that belong to an SRG are susceptible to a
common threat. An adversary with access to information contained in
an SRG could use that information to design an attack, determine the
scope of damage caused by the attack and, therefore, be used to
maximize the effect of an attack.

The label used to refer to a particular SRG must allow for an
encoding such that sensitive information such as physical location,
function, purpose, customer, fault type, etc. is not readily
discernable by unauthorized users.

SRG information that is propagated through the control and management
plane should allow for an encryption mechanism. An example of an
approach would be to use IPSEC [21] on all packets carrying SRG
information.
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Appendix A: Questions used to help develop requirements
A. Definitions

1. In determining the specific requirements, the design team should
precisely define the concepts "survivability", "restoration”,
"protection”, "protection switching", "recovery", "re-routing"
etc. and their relations. This would enable the requirements doc
to describe precisely which of these will be addressed. In the
following, the term "restoration" is used to indicate the broad

set of policies and mechanisms used to ensure survivability.
B. Network types and protection modes

1. What is the scope of the requirements with regard to the types of
networks covered? Specifically, are the following in scope:

Restoration of connections in mesh optical networks (opaque or
transparent)

Restoration of connections in hybrid mesh-ring networks

Restoration of LSPs in MPLS networks (composed of LSRs overlaid on
a transport network, e.g., optical)

Any other types of networks?

Is commonality of approach, or optimization of approach more
important?

2. What are the requirements with regard to the protection modes to
be supported in each network type covered? (Examples of protection
modes include 1+1, M:N, shared mesh, UPSR, BLSR, newly defined
modes such as P-cycles, etc.)

3. What are the requirements on local span (i.e., link by link)
protection and end-to-end protection, and the interaction between
them? E.g.: what should be the granularity of connections for
each type (single connection, bundle of connections, etc).

C. Hierarchy

1. Vertical (between two network layers):
What are the requirements for the interaction between restoration
procedures across two network layers, when these features are
offered in both layers? (Example, MPLS network realized over pt-
to-pt optical connections.) Under such a case,

(a) Are there any criteria to choose which layer should provide
protection?
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(b) If both layers provide survivability features, what are the
requirements to coordinate these mechanisms?

(c) How is lack of current functionality of cross-layer
coordination currently hampering operations?

(d) Would the benefits be worth additional complexity associated
with routing isolation (e.g. VPN, areas), security, address
isolation and policy / authentication processes?

2. Horizontal (between two areas or administrative subdivisions
within the same network layer):

(a) What are the criteria that trigger the creation of protocol or
administrative boundaries pertaining to restoration? (e.g.,
scalability? multi-vendor interoperability? what are the
practical issues?) multi-provider? Should multi-vendor
necessitate hierarchical separation?

When such boundaries are defined:

(b) What are the requirements on how protection/restoration is
performed end-to-end across such boundaries?

(c) If different restoration mechanisms are implemented on two
sides of a boundary, what are the requirements on their
interaction?

What is the primary driver of horizontal hierarchy? (select one)
- functionality (e.g. metro -v- backbone)
- routing scalability
- signaling scalability
- current network architecture, trying to layer on TE on top
of an already hierarchical network architecture
- routing and signalling

For signalling scalability, is it
- manageability
- processing/state of network
- edge-to-edge N"2 type issue

For routing scalability, is it
- processing/state of network
- are you flat and want to go hierarchical
- or already hierarchical?
- data or TDM application?

Lai, et. al. Informational [Page 24]



RFC 3386 Hierarchy & Multilayer Survivability = November 2002

D. Policy

1. What are the requirements for policy support during
protection/restoration, e.g., restoration priority, preemption,
etc.

E. Signaling Mechanisms

1. What are the requirements on the signaling transport mechanism
(e.g., in-band over SDH/SONET overhead bytes, out-of-band over an
IP network, etc.) used to communicate restoration protocol
messages between network elements? What are the bandwidth and
other requirements on the signaling channels?

2. What are the requirements on fault detection/localization
mechanisms (which is the prelude to performing restoration
procedures) in the case of opaque and transparent optical
networks? What are the requirements in the case of MPLS
restoration?

3. What are the requirements on signaling protocols to be used in
restoration procedures (e.g., high priority processing, security,
etc)?

4. Are there any requirements on the operation of restoration
protocols?

F. Quantitative

1. What are the quantitative requirements (e.g., latency) for
completing restoration under different protection modes (for both
local and end-to-end protection)?

G. Management

1. What information should be measured/maintained by the control
plane at each network element pertaining to restoration events?

2. What are the requirements for the correlation between control
plane and data plane failures from the restoration point of view?
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1. Introduction

This meno describes a framework for MPLS-based recovery. W provide
a detailed taxonony of recovery term nol ogy, and discuss the
notivation for, the objectives of, and the requirenents for MPLS-
based recovery. W outline principles for MPLS-based recovery, and
al so provide conparison criteria that nmay serve as a basis for
conmparing and evaluating different recovery schenes.
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At points in the docunent, we provide sone thoughts about the
operation or viability of certain recovery objectives. These should
be viewed as the opinions of the authors, and not the consolidated
views of the IETF. The docunent is informational and it is expected
that a standards track docunent will be developed in the future to
descri be a subset of this docunent as to neet the needs currently
specified by the TE WG

1.1. Background

Net wor k routing depl oyed today is focused primarily on connectivity,
and typically supports only one class of service, the best effort
class. Milti-protocol |abel swtching [ RFC3031], on the other hand,
by integrating forwardi ng based on | abel -swapping of a link | oca

| abel with network layer routing allows flexibility in the delivery
of new routing services. MPLS allows for using such nedia-specific
forwardi ng nechani sns as | abel swapping. This enables sone

sophi sticated features such as quality-of-service (QS) and traffic
engi neering [ RFC2702] to be inplenented nore effectively. An

i mportant conponent of providing QS, however, is the ability to
transport data reliably and efficiently. Although the current
routing algorithms are robust and survivable, the amount of tine they
take to recover froma fault can be significant, in the order of
several seconds (for interior gateway protocols (1GPs)) or mnutes
(for exterior gateway protocols, such as the Border Gateway Protoco
(BGP)), causing disruption of service for sone applications in the
interim This is unacceptable in situations where the aimis to
provide a highly reliable service, with recovery tines that are in
the order of seconds down to 10's of mlliseconds. |P routing may
al so not be able to provide bandwi dth recovery, where the objective
is to provide not only an alternative path, but also bandw dth

equi valent to that available on the original path. (For some recent
wor k on bandwi dth recovery schenes, the reader is referred to [ MPLS-
BACKUP].) Examples of such applications are Virtual Leased Line
services, Stock Exchange data services, voice traffic, video services

etc, i.e., every application that gets a disruption in service |ong
enough to not fulfill service agreenents or the required | evel of
quality.

MPLS recovery may be notivated by the notion that there are
limtations to inproving the recovery tinmes of current routing
algorithns. Additional inprovenent can be obtai ned by augnenting
these algorithns with MPLS recovery nechani sms [ MPLS- PATH]. Since
MPLS i s a possible technology of choice in future |P-based transport
networks, it is useful that MPLS be able to provide protection and
restoration of traffic. MPLS may facilitate the convergence of
network functionality on a common control and nmanagenent plane.
Further, a protection priority could be used as a differentiating
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mechani sm for prem um services that require high reliability, such as
Virtual Leased Line services, and high priority voice and vi deo
traffic. The renmainder of this docunment provides a franework for
MPLS based recovery. It is focused at a conceptual level and is
meant to address notivation, objectives and requirenents. [|ssues of
mechani sm policy, routing plans and characteristics of traffic
carried by recovery paths are beyond the scope of this docunent.

1.2. Motivation for MPLS-Based Recovery

MPLS based protection of traffic (called MPLS-based Recovery) is
useful for a nunber of reasons. The nost inportant is its ability to
i ncrease network reliability by enabling a faster response to faults
than is possible with traditional Layer 3 (or |IP layer) approaches
alone while still providing the visibility of the network afforded by
Layer 3. Furthernore, a protection nmechani smusing MPLS coul d enable
IPtraffic to be put directly over WDM opti cal channels and provide a
recovery option without an intervening SONET |ayer or optica
protection. This would facilitate the construction of |P-over-WM
networ ks that request a fast recovery ability (Note that what is
meant here is the transport of IP traffic over WDM | i nks, not the
Ceneral i zed MPLS, or GWLS, control of a WDM |i nk).

The need for MPLS-based recovery arises because of the foll ow ng:

l. Layer 3 or IP rerouting nay be too slow for a core MPLS network
that needs to support recovery tinmes that are smaller than the
convergence tines of IP routing protocols.

Il. Layer 3 or IP rerouting does not provide the ability to provide
bandwi dth protection to specific flows (e.g., voice over IP
virtual |eased line services).

I1l. Layer O (for exanple, optical layer) or Layer 1 (for exanple,
SONET) nechani snms may be wasteful use of resources

IV. The granularity at which the |ower |ayers nmay be able to protect
traffic may be too coarse for traffic that is switched using
MPLS- based nmechani sns.

V. Layer 0 or Layer 1 mechani sms may have no visibility into higher
| ayer operations. Thus, while they nay provide, for exanple,
link protection, they cannot easily provide node protection or
protection of traffic transported at |layer 3. Further, this may
prevent the lower |ayers from providing restoration based on the
traffic's needs. For exanmple, fast restoration for traffic that
needs it, and slower restoration (with possibly nore optinmal use
of resources) for traffic that does not require fast
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restoration. In networks where the latter class of traffic is
dom nant, providing fast restoration to all classes of traffic
may not be cost effective froma service provider’s perspective.

VI. MPLS has desirable attributes when applied to the purpose of
recovery for connectionless networks. Specifically that an LSP
is source routed and a forwardi ng path for recovery can be
"pi nned" and is not affected by transient instability in SPF
routi ng brought on by failure scenarios.

VI1. Establishing interoperability of protection nmechani snms between
routers/LSRs fromdifferent vendors in IP or MPLS networks is
desired to enabl e recovery nechanisns to work in a nultivendor
environnent, and to enable the transition of certain protected
services to an MPLS core.

1.3. bjectives/ Goals
The following are sone inportant goals for MPLS-based recovery.

l. MPLS- based recovery mechani sms may be subject to the traffic
engi neering goal of optiml use of resources.

. MPLS based recovery mechani sns should aimto facilitate
restoration tines that are sufficiently fast for the end user
application. That is, that better match the end-user’s

application requirenents. In sone cases, this may be as short
as 10s of mlliseconds.
We observe that | and Il may be conflicting objectives, and a trade

of f nmay exist between them The optinmal choice depends on the end-
user application's sensitivity to restoration tinme and the cost

i mpact of introducing restoration in the network, as well as the
end-user application’s sensitivity to cost.

I1l. MPLS-based recovery should aimto maxim ze network reliability
and availability. MPLS-based recovery of traffic should aimto
nm nini ze the nunber of single points of failure in the MPLS
protected domain.

I V. MPLS- based recovery should aimto enhance the reliability of
the protected traffic while mininally or predictably degrading
the traffic carried by the diverted resources.

V. MPLS- based recovery techni ques should aimto be applicable for
protection of traffic at various granularities. For exanple,
it should be possible to specify MPLS-based recovery for a
portion of the traffic on an individual path, for all traffic
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on an individual path, or for all traffic on a group of paths.
Note that a path is used as a general termand includes the
notion of a link, IP route or LSP

VI . MPLS- based recovery techni ques may be applicable for an entire
end-to-end path or for segnents of an end-to-end path.

VIl. MPLS-based recovery nmechani sns should aimto take into
consi deration the recovery actions of |ower |layers. MLS-based
mechani sms shoul d not trigger |ower |ayer protection swtching
nor shoul d MPLS-based nmechani sns be triggered when | ower |ayer
swi tching has or nay inmnently occur

VI11. MPLS-based recovery mechani sms should aimto nininize the |oss
of data and packet reordering during recovery operations. (The
current MPLS specification itself has no explicit requirenment
on reordering.)

I X. MPLS- based recovery mechani sms should aimto nminimze the state
overhead incurred for each recovery path maintained.

X. MPLS- based recovery mechani sms should aimto ninimze the
signaling overhead to setup and maintain recovery paths and to
notify failures.

Xl MPLS- based recovery mechani sms should aimto preserve the
constraints on traffic after switchover, if desired. That is,
if desired, the recovery path should neet the resource
requi renents of, and achi eve the sanme perfornmance
characteristics as, the working path.

W observe that sonme of the above are conflicting goals, and rea
depl oynent will often involve engineering conpron ses based on a
variety of factors such as cost, end-user application requirenents
network efficiency, conplexity involved, and revenue considerations.
Thus, these goals are subject to tradeoffs based on the above

consi derati ons.

2. Overvi ew

There are several options for providing protection of traffic. The
nost generic requirenent is the specification of whether recovery
shoul d be via Layer 3 (or IP) rerouting or via MPLS protection
switching or rerouting actions.

Cenerally network operators aimto provide the fastest, nost stable,

and the best protection nmechanismthat can be provided at a
reasonabl e cost. The higher the | evels of protection, the nore the
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resources consuned. Therefore it is expected that network operators
will offer a spectrum of service |levels. MLS-based recovery should
give the flexibility to select the recovery mechani sm choose the
granularity at which traffic is protected, and to al so choose the
specific types of traffic that are protected in order to give
operators nore control over that tradeoff. Wth MPLS-based recovery,
it can be possible to provide different levels of protection for

di fferent classes of service, based on their service requirenents.

For exanpl e, using approaches outlined below, a Virtual Leased Line
(VLL) service or real-tinme applications |like Voice over IP (VolP) may
be supported using |ink/node protection together wth pre-
established, pre-reserved path protection. Best effort traffic, on
the other hand, nmay use path protection that is established on denand
or may sinply rely on IP re-route or higher |ayer recovery

nmechani sms. As anot her exanple of their range of application, MPLS-
based recovery strategies may be used to protect traffic not
originally flowing on | abel switched paths, such as IP traffic that
is nornmally routed hop-by-hop, as well as traffic forwarded on | abe
swi t ched pat hs.

2. 1. Recovery Model s

There are two basic nodels for path recovery: rerouting and
protection sw tching.

Protection switching and rerouting, as defined bel ow, may be used
together. For exanple, protection switching to a recovery path may
be used for rapid restoration of connectivity while rerouting

determ nes a new optinmal network configuration, rearranging paths, as
needed, at a later tine.

2.1.1 Rerouting

Recovery by rerouting is defined as establishing new paths or path
segnments on demand for restoring traffic after the occurrence of a
fault. The new paths nay be based upon fault information, network
routing policies, pre-defined configurations and network topol ogy

i nformati on. Thus, upon detecting a fault, paths or path segnents to
bypass the fault are established using signaling.

Once the network routing algorithnms have converged after a fault, it
may be preferable, in sone cases, to reoptim ze the network by
performng a reroute based on the current state of the network and
network policies. This is discussed further in Section 3.8.

In terms of the principles defined in section 3, reroute recovery

enpl oys pat hs established-on-demand with resources reserved-on-
demand.
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2.1.2 Protection Switching

Protection switching recovery nmechani sns pre-establish a recovery
path or path segment, based upon network routing policies, the
restoration requirenents of the traffic on the working path, and
adm ni strative considerations. The recovery path may or may not be
link and node disjoint with the working path. However if the
recovery path shares sources of failure with the working path, the
overall reliability of the construct is degraded. Wen a fault is
detected, the protected traffic is switched over to the recovery
pat h(s) and restored.

In terms of the principles in section 3, protection swtching enploys
pre-established recovery paths, and, if resource reservation is
required on the recovery path, pre-reserved resources. The various
sub-types of protection switching are detailed in Section 4.4 of this
docunent .

2. 2. The Recovery Cycl es

There are three defined recovery cycles: the MPLS Recovery Cycle, the
MPLS Reversion Cycle and the Dynamic Re-routing Cycle. The first
cycle detects a fault and restores traffic onto MPLS-based recovery
paths. If the recovery path is non-optinmal the cycle may be foll owed
by any of the two latter cycles to achieve an optini zed network
again. The reversion cycle applies for explicitly routed traffic
that does not rely on any dynanic routing protocols to converge. The
dynanmic re-routing cycle applies for traffic that is forwarded based
on hop- by-hop routing.

2.2.1 MPLS Recovery Cycl e Mde

The MPLS recovery cycle nodel is illustrated in Figure 1. Definitions
and a key to abbreviations follow

--Net wor k | npai r nent

--Fault Detected

| --Start of Notification

| -- Start of Recovery Operation

| --Recovery Operation Conplete
| --Path Traffic Recovered

| T2 | T2 | T3 | T4 | T5

Figure 1. MPLS Recovery Cycl e Model
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The various tinming nmeasures used in the nodel are described bel ow.

T1
T2
T3
T4
T5

Fault Detection Tine
Fault Hol d-of f Tine
Fault Notification Tinme
Recovery Qperation Tine
Traffic Recovery Tine

Definitions of the recovery cycle times are as foll ows:

Fault Detection Tine

The tinme between the occurrence of a network inpairment and the
nmoment the fault is detected by MPLS-based recovery nechani sns.
This time may be highly dependent on | ower | ayer protocols.

Fault Hol d-Of Tine

The configured waiting tine between the detection of a fault and
taki ng MPLS-based recovery action, to allowtime for |ower |ayer
protection to take effect. The Fault Hold-off Tine nay be zero.

Note: The Fault Hold-Of Time may occur after the Fault
Notification Tinme interval if the node responsible for the

swi tchover, the Path Switch LSR (PSL), rather than the detecting
LSR, is configured to wait.

Fault Notification Tine

The tine between initiation of a Fault Indication Signal (FI'S) by
the LSR detecting the fault and the time at which the Path Switch
LSR (PSL) begins the recovery operation. This is zero if the PSL
detects the fault itself or infers a fault fromsuch events as an
adj acency failure.

Note: If the PSL detects the fault itself, there still nmay be a
Fault Hold-Of Tinme period between detection and the start of the
recovery operation.

Recovery Operation Tine

The tine between the first and |l ast recovery actions. This may
i ncl ude nmessage exchanges between the PSL and PML (Path Merge LSR)
to coordi nate recovery actions.
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Traffic Recovery Tine

The tine between the last recovery action and the tinme that the
traffic (if present) is conpletely recovered. This interval is

i ntended to account for the tine required for traffic to once
again arrive at the point in the network that experienced

di srupted or degraded service due to the occurrence of the fault
(e.g., the PM.). This time may depend on the | ocation of the
fault, the recovery mechanism and the propagati on delay al ong the
recovery path.

2.2.2 MPLS Reversion Cycle Model

Protection switching, revertive node, requires the traffic to be
swi tched back to a preferred path when the fault on that path is

cleared. The MPLS reversion cycle nodel is illustrated in Figure 2.
Note that the cycle shown bel ow cones after the recovery cycle shown
in Fig L1

--Networ k | npairment Repaired
--Fault deared
| --Path Avail abl e
| --Start of Reversion Operation
| --Reversion Operation Conplete
| --Traffic Restored on Preferred Path

| T7 | T8 | T9 | T10| T11|
Fi gure 2. MPLS Reversion Cycle Mdel
The various tining neasures used in the nodel are described bel ow

T7 Fault Clearing Tine

T8 Clear Hold-Of Tine

T9 Clear Notification Tinme
T10 Reversion Qperation Tine
T11 Traffic Reversion Tine

Note that tinme T6 (not shown above) is the tinme for which the network

inmpairnment is not repaired and traffic is flowi ng on the recovery
pat h.
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Definitions of the reversion cycle tines are as foll ows:
Fault Cearing Tine

The tinme between the repair of a network inpairnent and the tine
t hat MPLS-based nmechanisns |learn that the fault has been cl eared.
This tinme may be highly dependent on | ower |ayer protocols.

Clear Hold-Of Tine

The configured waiting time between the clearing of a fault and
MPLS- based recovery action(s). Witing tine may be needed to
ensure that the path is stable and to avoid flapping in cases
where a fault is internittent. The Cear Hold-Of Tine nay be
zero.

Note: The Cear Hold-Of Time nmay occur after the C ear
Notification Tinme interval if the PSL is configured to wait.

Clear Notification Tine

The tine between initiation of a Fault Recovery Signal (FRS) by
the LSR clearing the fault and the tine at which the path switch
LSR begins the reversion operation. This is zero if the PSL
clears the fault itself.

Note: If the PSL clears the fault itself, there still may be a
Cl ear Hol d-off Tine period between fault clearing and the start of
the reversion operation.

Reversi on Operation Tinme

The tine between the first and last reversion actions. This may
i ncl ude nmessage exchanges between the PSL and PML to coordi nate
reversion actions.

Traffic Reversion Tine

The time between the last reversion action and the tine that
traffic (if present) is conpletely restored on the preferred path.
This interval is expected to be quite small since both paths are
working and care nay be taken to linmt the traffic disruption
(e.g., using "make before break" techni ques and synchronous

swi t ch-over).

In practice, the nost interesting tines in the reversion cycle are

the Cear Hold-off Tine and the Reversion Operation Tine together
with Traffic Reversion Tine (or sone other neasure of traffic
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disruption). The first interval is to ensure stability of the
repaired path and the latter one is to nminimze disruption tine
while the reversion action is in progress.

G ven that both paths are available, it is better to wait to have
a well-controlled switch-back with mninmal disruption than have an
i medi ate operation that may cause new faults to be introduced
(except, perhaps, when the recovery path is unable to offer a
quality of service conparable to the preferred path).

2.2.3 Dynamic Re-routing Cycle Mde

Dynanmic rerouting ainms to bring the P network to a stable state
after a network inpairnent has occurred. A re-optinized network is
achi eved after the routing protocols have converged, and the traffic
is moved froma recovery path to a (possibly) new working path. The
steps involved in this node are illustrated in Figure 3.

Note that the cycle shown bel ow may be overlaid on the recovery cycle
shown in Fig. 1 or the reversion cycle shown in Fig. 2, or both (in
the event that both the recovery cycle and the reversion cycle take
pl ace before the routing protocols converge), and occurs if after the
convergence of the routing protocols it is determ ned (based on on-
line algorithns or off-line traffic engineering tools, network
configuration, or a variety of other possible criteria) that there is
a better route for the working path.

--Network Enters a Semi-stable State after an I npairnent
--Dynam ¢ Routing Protocols Converge

| --lnitiate Setup of New Working Path between PSL
| and PML
--Swi tchover Qperation Conplete

--Traffic Moved to New Working Path

| T12 | T13 | T14 | T15 |
Figure 3. Dynami c Rerouting Cycle Mdel
The various tinng neasures used in the nodel are described bel ow
T12 Network Route Convergence Tine
T13 Hol d-down Tinme (optional)

T14 Switchover Operation Tine
T15 Traffic Restoration Tine
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Net wor k Rout e Convergence Ti e

We define the network route convergence tine as the tinme taken for
the network routing protocols to converge and for the network to
reach a stable state.

Hol ddown Ti e

We define the hol ddown period as a bounded tine for which a
recovery path nmust be used. |In some scenarios it may be difficult
to determine if the working path is stable. 1In these cases a

hol ddown tine nmay be used to prevent excess flapping of traffic
bet ween a working and a recovery path.

Swi t chover Operation Tine

The tine between the first and | ast swi tchover actions. This may
i ncl ude nmessage exchanges between the PSL and PML to coordi nate
t he switchover actions.

Traffic Restoration Tine

The tine between the |last restoration action and the tine that
traffic (if present) is conpletely restored on the new preferred
pat h.

2.2.4 Exanple Recovery Cycle

As an exanple of the recovery cycle, we present a sequence of events
that occur after a network inpairnment occurs and when a protection
switch is followed by dynami c rerouting.

Link or path fault occurs
Signaling initiated (FIS) for the detected fault
FIS arrives at the PSL
The PSL initiates a protection switch to a pre-configured
recovery path
The PSL switches over the traffic fromthe working path to the
recovery path
VI. The network enters a seni-stable state
VI1. Dynamc routing protocols converge after the fault, and a new
working path is cal cul ated (based, for exanple, on sonme of the
criteria nentioned in Section 2.1.1).
VITl. A new working path is established between the PSL and the PM
(assunption is that PSL and PM. have not changed)
I X. Traffic is switched over to the new working path.

< <~
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2. 3. Definitions and Term nol ogy

Thi s docunent assumes the term nol ogy given in [ RFC3031], and, in
addition, introduces the follow ng new ternmns.

2.3.1 General Recovery Term nol ogy
Re-routing

A recovery nechanismin which the recovery path or path segnments
are created dynamically after the detection of a fault on the
working path. In other words, a recovery nechanismin which the
recovery path is not pre-established.

Protection Switching

A recovery nechanismin which the recovery path or path segments
are created prior to the detection of a fault on the working path.
In other words, a recovery nmechanismin which the recovery path is
pre-established.

Wor ki ng Path

The protected path that carries traffic before the occurrence of a
fault. The working path can be of different kinds; a hop-by-hop
routed path, a trunk, a link, an LSP or part of a multipoint-to-
poi nt LSP.

Synonyns for a working path are primary path and active path.

Recovery Path

The path by which traffic is restored after the occurrence of a
fault. In other words, the path on which the traffic is directed
by the recovery mechanism The recovery path is established by
MPLS neans. The recovery path can either be an equival ent
recovery path and ensure no reduction in quality of service, or be
alimted recovery path and t hereby not guarantee the sane quality
of service (or sonme other criteria of performance) as the working
path. A linmted recovery path is not expected to be used for an
ext ended period of tine.

Synonyns for a recovery path are: back-up path, alternative path,
and protection path.
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Protecti on Counterpart
The "ot her" path when di scussing pre-planned protection switching
schenes. The protection counterpart for the working path is the
recovery path and vice-versa.

Path Switch LSR (PSL)

An LSR that is responsible for switching or replicating the
traffic between the working path and the recovery path.

Path Merge LSR (PM)
An LSR that is responsible for receiving the recovery path
traffic, and either merging the traffic back onto the working
path, or, if it is itself the destination, passing the traffic on
to the higher layer protocols.

Poi nt of Repair (POR)
An LSR that is setup for perform ng MPLS recovery. |n other
words, an LSR that is responsible for effecting the repair of an
LSP. The POR, for example, can be a PSL or a PM., dependi ng on
the type of recovery schene enpl oyed.

I nt ermedi ate LSR

An LSR on a working or recovery path that is neither a PSL nor a
PML for that path.

Path G oup (PG

A logical bundling of multiple working paths, each of which is
routed identically between a Path Switch LSR and a Path Merge LSR

Protected Path G oup (PPG
A path group that requires protection.
Protected Traffic Portion (PTP)
The portion of the traffic on an individual path that requires

protection. For exanple, code points in the EXP bits of the shim
header may identify a protected portion.
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Bypass Tunnel

A path that serves to back up a set of working paths using the
| abel stacking approach [RFC3031]. The working paths and the
bypass tunnel nust all share the sane path switch LSR (PSL) and
the path nerge LSR (PM).

Swi t ch- Over

The process of switching the traffic fromthe path that the
traffic is flowing on onto one or nore alternate path(s). This
may involve noving traffic froma working path onto one or nore
recovery paths, or may involve noving traffic froma recovery
path(s) on to a nore optinmal working path(s).

Swi t ch- Back

The process of returning the traffic fromone or nore recovery
pat hs back to the working path(s).

Reverti ve Mbde

A recovery node in which traffic is automatically sw tched back
fromthe recovery path to the original working path upon the
restoration of the working path to a fault-free condition. This
assunes a failed working path does not automatically surrender
resources to the network.

Non-reverti ve Mbde

A recovery node in which traffic is not automatically sw tched
back to the original working path after this path is restored to a
fault-free condition. (Depending on the configuration, the
original working path may, upon nmoving to a fault-free condition
becone the recovery path, or it may be used for new working
traffic, and be no |onger associated with its original recovery
path, i.e., is surrendered to the network.)

MPLS Protecti on Donai n

The set of LSRs over which a working path and its correspondi ng
recovery path are routed.

MPLS Protection Plan
The set of all LSP protection paths and the mappi ng from worKki ng

to protection paths deployed in an MPLS protection domain at a
given tine.
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Li veness Message

A nmessage exchanged periodically between two adjacent LSRs that
serves as a link probing nmechanism It provides an integrity
check of the forward and the backward directions of the |ink
between the two LSRs as well as a check of neighbor aliveness.

Path Continuity Test

A test that verifies the integrity and continuity of a path or
path segment. The details of such a test are beyond the scope of
this docunent. (This could be acconplished, for exanple, by
transmtting a control nessage along the sane |inks and nodes as
the data traffic or sinmlarly could be nmeasured by the absence of
traffic and by providing feedback.)

2.3.2 Failure Term nol ogy

Path Failure (PF)
Path failure is a fault detected by MPLS-based recovery
mechani sms, which is defined as the failure of the |iveness
message test or a path continuity test, which indicates that path
connectivity is |ost.

Pat h Degr aded (PD)
Path degraded is a fault detected by MPLS-based recovery
mechani sms that indicates that the quality of the path is
unaccept abl e.

Li nk Failure (LF)
A lower layer fault indicating that link continuity is lost. This
may be comuni cated to the MPLS-based recovery nmechani snms by the
| ower | ayer.

Li nk Degraded (LD

A lower |ayer indication to MPLS-based recovery nechani sns t hat
the link is perform ng bel ow an acceptabl e | evel

Fault Indication Signal (FIS)
A signal that indicates that a fault along a path has occurred.
It is relayed by each internmediate LSR to its upstream or

downst ream nei ghbor, until it reaches an LSR that is setup to
perform MPLS recovery (the POR). The FISis transnitted
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2.

4.

periodically by the node/ nodes cl osest to the point of failure,
for sone configurable Iength of tine or until the transmtting
node receives an acknow edgenent fromits nei ghbor.

Fault Recovery Signal (FRS)

A signal that indicates a fault al ong a working path has been
repaired. Again, like the FIS, it is relayed by each internedi ate
LSR to its upstream or downstream nei ghbor, until is reaches the
LSR that performs recovery of the original path. The FRS is
transmitted periodically by the node/ nodes closest to the point of
failure, for sone configurable length of time or until the
transmitting node receives an acknow edgenent fromits nei ghbor.

Abbr evi ati ons

FI S: Fault Indication Signal.
FRS: Fault Recovery Signal.

LD: Li nk Degr aded.
LF: Li nk Fail ure.
PD: Pat h Degr aded.
PF: Pat h Fail ure.
PM_: Path Merge LSR
PG Pat h G oup.

POR: Poi nt of Repair.

PPG Protected Path G oup.

PTP: Protected Traffic Portion.
PSL.: Path Switch LSR

MPLS- based Recovery Principles

MPLS- based recovery refers to the ability to effect quick and
conplete restoration of traffic affected by a fault in an MPLS
enabl ed network. The fault may be detected on the IP layer or in

| ower layers over which IP traffic is transported. Fastest MPLS
recovery is assuned to be achieved with protection sw tching and nmay
be viewed as the MPLS LSR switch conpletion tine that is conparable
to, or equivalent to, the 50 ns switch-over conpletion tinme of the
SONET | ayer. Further, MPLS-based recovery may provi de bandw dth
protection for paths that require it. This section provides a

di scussion of the concepts and principles of MPLS-based recovery.
The concepts are presented in terns of atomic or primtive terns that
may be conbined to specify recovery approaches. W do not nake any
assunptions about the underlying layer 1 or layer 2 transport
nmechani snms or their recovery mechani smns.
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3. 1. Configuration of Recovery

An LSR may support any or all of the follow ng recovery options on a
per - path basi s:

Defaul t-recovery (No MPLS-based recovery enabled): Traffic on the
wor ki ng path is recovered only via Layer 3 or IP rerouting or by some
| ower |ayer nmechani smsuch as SONET APS. This is equivalent to
havi ng no MPLS-based recovery. This option nmay be used for | ow
priority traffic or for traffic that is recovered in another way (for
exanpl e | oad shared traffic on parallel working paths may be
autonmatically recovered upon a fault along one of the working paths
by distributing it anong the renai ni ng worki ng pat hs).

Recover abl e (MPLS-based recovery enabled): This working path is
recovered using one or nore recovery paths, either via rerouting or
via protection swtching.

3. 2. Initiation of Path Setup

There are three options for the initiation of the recovery path
setup. The active and recovery paths may be established by using
ei ther RSVP-TE [ RFC2205] [ RFC3209] or CR-LDP [ RFC3212], or by any
ot her neans i ncludi ng SNWP

Pr e- est abl i shed:

This is the sanme as the protection switching option. Here a
recovery path(s) is established prior to any failure on the

wor ki ng path. The path selection can either be deternined by an
adm nistrative centralized tool, or chosen based on sone al gorithm
i mpl enented at the PSL and possibly internediate nodes. To guard
agai nst the situation when the pre-established recovery path fails
before or at the sane tinme as the working path, the recovery path
shoul d have secondary configuration options as explained in
Section 3.3 bel ow.

Pre-Qualified:

A pre-established path need not be created, it may be pre-
qualified. A pre-qualified recovery path is not created expressly
for protecting the working path, but instead is a path created for
ot her purposes that is designated as a recovery path after
determining that it is an acceptable alternative for carrying the
working path traffic. Variants include the case where an optica
path or trail is configured, but no switches are set.
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Est abl i shed- on- Dermand:

This is the sane as the rerouting option. Here, a recovery path
is established after a failure on its working path has been

detected and notified to the PSL. The recovery path may be pre-
conput ed or conputed on denand, which influences recovery tines.

3.3. Initiation of Resource Allocation

A recovery path may support the same traffic contract as the working
path, or it may not. W will distinguish these two situations by
using different additive terns. |If the recovery path is capabl e of
replacing the working path wi thout degrading service, it will be

call ed an equivalent recovery path. |f the recovery path |acks the
resources (or resource reservations) to replace the working path

wi t hout degrading service, it will be called a limted recovery path.
Based on this, there are two options for the initiation of resource
al l ocati on:

Pre-reserved

This option applies only to protection switching. Here a pre-

est abl i shed recovery path reserves required resources on all hops
along its route during its establishment. Al though the reserved
resources (e.g., bandwi dth and/or buffers) at each node cannot be
used to adnit nore working paths, they are avail able to be used by
all traffic that is present at the node before a failure occurs.
The resources held by a set of recovery paths nmay be shared if
they protect resources that are not simnultaneously subject to
failure.

Reser ved- on- Demand:

This option may apply either to rerouting or to protection
switching. Here a recovery path reserves the required resources
after a failure on the working path has been detected and notified
to the PSL and before the traffic on the working path is switched
over to the recovery path.

Not e that under both the options above, depending on the anmpbunt of

resources reserved on the recovery path, it could either be an
equi val ent recovery path or a limted recovery path.
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3.3.1 Subt ypes of Protection Switching

The resources (bandw dth, buffers, processing) on the recovery path
may be used to carry either a copy of the working path traffic or
extra traffic that is displaced when a protection switch occurs. This
| eads to two subtypes of protection swtching.

In 1+1 ("one plus one") protection, the resources (bandw dth,
buffers, processing capacity) on the recovery path are fully
reserved, and carry the same traffic as the working path. Selection
between the traffic on the working and recovery paths is nmade at the
path nmerge LSR (PM.). In effect the PSL function is deprecated to
est abl i shnent of the working and recovery paths and a sinple
replication function. The recovery intelligence is delegated to the
PML.

In 1:1 ("one for one") protection, the resources (if any) allocated
on the recovery path are fully available to preenptible low priority
traffic except when the recovery path is in use due to a fault on the
working path. |In other words, in 1:1 protection, the protected
traffic normally travels only on the working path, and is switched to
the recovery path only when the working path has a fault. Once the
protection switch is initiated, the low priority traffic being
carried on the recovery path may be di spl aced by the protected
traffic. This nethod affords a way to nake efficient use of the
recovery path resources

This concept can be extended to 1:n (one for n) and mn (mfor n)
protection.

3.4. Scope of Recovery

3.4.1 Topol ogy

3.4.1.1 Local Repair
The intent of local repair is to protect against a |link or neighbor
node fault and to minimze the anobunt of tine required for failure
propagation. |In local repair (also known as |ocal recovery), the
node i medi ately upstreamof the fault is the one to initiate

recovery (either rerouting or protection switching). Local repair
can be of two types:
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Li nk Recovery/ Restoration

In this case, the recovery path may be configured to route around
a certain link deemed to be unreliable. |If protection swtching
is used, several recovery paths may be configured for one working
pat h, depending on the specific faulty Iink that each protects
agai nst .

Alternatively, if rerouting is used, upon the occurrence of a
fault on the specified link, each path is rebuilt such that it
detours around the faulty Iink.

In this case, the recovery path need only be disjoint fromits

wor king path at a particular link on the working path, and may
have overl appi ng segnents with the working path. Traffic on the
working path is switched over to an alternate path at the upstream
LSR that connects to the failed Iink. Link recovery is
potentially the fastest to performthe switchover, and can be
effective in situations where certain path conponents are nuch
nore unreliable than others.

Node Recovery/ Restoration

In this case, the recovery path may be configured to route around
a nei ghbor node deened to be unreliable. Thus the recovery path
is disjoint fromthe working path only at a particul ar node and at
links associated with the working path at that node. Once again,
the traffic on the primary path is switched over to the recovery
path at the upstream LSR that directly connects to the failed
node, and the recovery path shares overl apping portions with the
wor ki ng pat h.

3.4.1.2 G obal Repair

The intent of global repair is to protect against any |link or node
fault on a path or on a segnent of a path, with the obvi ous exception
of the faults occurring at the ingress node of the protected path
segment. In global repair, the POR is usually distant fromthe
failure and needs to be notified by a FIS.

In global repair also, end-to-end path recovery/restoration applies.
In many cases, the recovery path can be nmade conpletely |ink and node
disjoint with its working path. This has the advantage of protecting
against all link and node fault(s) on the working path (end-to-end
path or path segment).
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However, it may, in sone cases, be slower than |ocal repair since the
fault notification nessage nust now travel to the POR to trigger the
recovery action.

3.4.1.3 Alternate Egress Repair

It is possible to restore service without specifically recovering the
faul ted path.

For exanple, for best effort IP service it is possible to select a
recovery path that has a different egress point fromthe working path
(i.e., there is no PM.). The recovery path egress nust sinply be a
router that is acceptable for forwarding the FEC carried by the

wor ki ng path (w thout creating looping). |In an engineering context,
specific alternative FEC/ LSP mappings with alternate egresses can be
f or ned.

This may sinplify enhancing the reliability of inplicitly constructed
MPLS topol ogies. A PSL nay qualify LSP/FEC bi ndi ngs as candi date
recovery paths as sinply link and node disjoint with the i medi ate
downstream LSR of the working path.

3.4.1.4 Multi-Layer Repair

Multi-layer repair broadens the network designer’s tool set for those
cases where nultiple network |layers can be nanaged together to

achi eve overall network goals. Specific criteria for determnining
when nulti-layer repair is appropriate are beyond the scope of this
docunent .

3.4.1.5 Concatenated Protection Donai ns

A given service may cross multiple networks and these nmay enpl oy
different recovery mechanisns. It is possible to concatenate
protection domains so that service recovery can be provi ded end-to-
end. It is considered that the recovery nechanisns in different
domai ns nmay operate autononously, and that nultiple points of
attachnent may be used between donains (to ensure there is no single
point of failure). Alternate egress repair requires managenent of
concat enated domains in that an explicit MPLS point of failure (the
PML) is by definition excluded. Details of concatenated protection
domai ns are beyond the scope of this docunent.
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3.4.2 Pat h Mappi ng

Path mapping refers to the nmethods of mapping traffic froma faulty
wor king path on to the recovery path. There are several options for
this, as described below. Note that the options bel ow should be
viewed as atomic terns that only descri be how the working and
protection paths are nmapped to each other. The issues of resource
reservation al ong these paths, and how switchover is actually
performed lead to the nmore commonly used conposite terns, such as 1+1
and 1:1 protection, which were described in Section 4.3.1.

1-to-1 Protection
In 1-to-1 protection the working path has a designated recovery
path that is only to be used to recover that specific working
pat h.

n-to-1 Protection

In n-to-1 protection, up to n working paths are protected using

only one recovery path. |If the intent is to protect against any
single fault on any of the working paths, the n working paths
shoul d be diversely routed between the sanme PSL and PM.. [In sone

cases, handshaki ng between PSL and PML nay be required to conplete
the recovery, the details of which are beyond the scope of this
docunent .

n-to-m Protection

In n-to-mprotection, up to n working paths are protected using m
recovery paths. Once again, if the intent is to protect against
any single fault on any of the n working paths, the n working
paths and the mrecovery paths should be diversely routed between
the sane PSL and PML. |n sone cases, handshaki ng between PSL and
PML may be required to conplete the recovery, the details of which
are beyond the scope of this docunent. n-to-mprotection is for
further study.

Split Path Protection

In split path protection, nultiple recovery paths are allowed to
carry the traffic of a working path based on a certain
configurable load splitting ratio. This is especially useful when
no single recovery path can be found that can carry the entire
traffic of the working path in case of a fault. Split path
protection may require handshaki ng between the PSL and the PM(s),
and may require the PM.(s) to correlate the traffic arriving on
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mul tiple recovery paths with the working path. Although this is
an attractive option, the details of split path protection are
beyond the scope of this docunent.

3.4.3 Bypass Tunnel s

It may be convenient, in sone cases, to create a "bypass tunnel" for
a PPG between a PSL and PM., thereby allowing nultiple recovery paths
to be transparent to intervening LSRs [ RFC2702]. In this case, one
LSP (the tunnel) is established between the PSL and PM. foll owi ng an
acceptabl e route and a nunber of recovery paths can be supported

through the tunnel via label stacking. It is not necessary to apply
| abel stacking when using a bypass tunnel. A bypass tunnel can be
used with any of the path nmapping options discussed in the previous
section.

As with recovery paths, the bypass tunnel may or nmay not have
resource reservations sufficient to provide recovery w thout service

degradation. It is possible that the bypass tunnel may have
sufficient resources to recover sone nunber of working paths, but not
all at the same tine. |If the nunber of recovery paths carrying

traffic in the tunnel at any given tine is restricted, this is
simlar to the n-to-1 or n-to-mprotection cases nmentioned in Section
3.4.2.

3.4. 4 Recovery Granul arity

Anot her di nmension of recovery considers the anount of traffic
requiring protection. This may range froma fraction of a path to a
bundl e of paths.

3.4.4.1 Selective Traffic Recovery

This option allows for the protection of a fraction of traffic within
the sane path. The portion of the traffic on an individual path that
requires protection is called a protected traffic portion (PTP). A
single path nay carry different classes of traffic, with different
protection requirenents. The protected portion of this traffic my
be identified by its class, as for exanple, via the EXP bits in the
MPLS shi m header or via the priority bit in the ATM header.

3.4.4.2 Bundling
Bundling is a technique used to group multiple working paths together
in order to recover them simultaneously. The |ogical bundling of

mul tiple working paths requiring protection, each of which is routed
identically between a PSL and a PM., is called a protected path group
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(PPG. Wen a fault occurs on the working path carrying the PPG the
PPG as a whol e can be protected either by being switched to a bypass
tunnel or by being switched to a recovery path.

3.4.5 Recovery Path Resource Use

In the case of pre-reserved recovery paths, there is the question of
what use these resources nmay be put to when the recovery path is not
in use. There are two options:

Dedi cat ed-resource: |If the recovery path resources are dedicated

they may not be used for anything except carrying the working
traffic. For exanple, in the case of 1+1 protection, the working
traffic is always carried on the recovery path. Even if the recovery
path is not always carrying the working traffic, it may not be
possible or desirable to allow other traffic to use these resources.

Extra-traffic-allowed: If the recovery path only carries the working
traffic when the working path fails, then it is possible to allow
extra traffic to use the reserved resources at other tines. Extra
traffic is, by definition, traffic that can be displaced (wthout
viol ating service agreenents) whenever the recovery path resources
are needed for carrying the working path traffic.

Shar ed-resource: A shared recovery resource is dedicated for use by
multiple primary resources that (according to SRLGs) are not expected
to fail sinultaneously.

3.5. Fault Detection

MPLS recovery is initiated after the detection of either a | ower
|ayer fault or a fault at the IP layer or in the operation of MLS-
based mechani sms. W consider four classes of inpairnments: Path
Failure, Path Degraded, Link Failure, and Link Degraded.

Path Failure (PF) is a fault that indicates to an MPLS-based recovery
schene that the connectivity of the path is lost. This nay be
detected by a path continuity test between the PSL and PM.. Sone,
and perhaps the nost common, path failures nay be detected using a

I i nk probi ng mechani sm bet ween nei ghbor LSRs. An exanple of a
probi ng mechanismis a |iveness nessage that is exchanged
periodically along the working path between peer LSRs [ MPLS- PATH].

For either a |link probing nechanismor path continuity test to be

ef fective, the test nessage nmust be guaranteed to follow the sane
route as the working or recovery path, over the segnent being tested.
In addition, the path continuity test nmust take the path nerge points
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into consideration. 1In the case of a bi-directional link inplenented
as two unidirectional links, path failure could nean that either one
or both unidirectional |inks are danaged.

Path Degraded (PD) is a fault that indicates to MPLS-based recovery
schenes/ nechani snms that the path has connectivity, but that the
quality of the connection is unacceptable. This nmay be detected by a
pat h performance nonitoring nechani sm or sone other nmechani smfor
determining the error rate on the path or some portion of the path.
This is local to the LSR and consists of excessive discarding of
packets at an interface, either due to | abel m smatch or due to TTL
errors, for exanple.

Link Failure (LF) is an indication froma |lower |ayer that the link
over which the path is carried has failed. |If the |ower |ayer
supports detection and reporting of this fault (that is, any fault
that indicates link failure e.g., SONET LCS (Loss of Signal)), this
may be used by the MPLS recovery nechanism |n sone cases, using LF
i ndi cations may provide faster fault detection than using only MPLS-
based fault detection mechani sns.

Li nk Degraded (LD) is an indication froma |lower |layer that the |ink
over which the path is carried is perform ng bel ow an acceptabl e
level. |If the |ower |ayer supports detection and reporting of this
fault, it may be used by the MPLS recovery nmechanism In sone cases,
using LD indications may provide faster fault detection than using
only MPLS-based fault detection nmechanismns.

3. 6. Fault Notification

MPLS- based recovery relies on rapid and reliable notification of
faults. Once a fault is detected, the node that detected the fault
nmust determine if the fault is severe enough to require path
recovery. |f the node is not capable of initiating direct action
(e.g., as a point of repair, POR) the node should send out a
notification of the fault by transmtting a FISto the POR This can
t ake several fornms:

(i) control plane nessaging: relayed hop-by-hop al ong the path
upstream of the failed LSP until a POR is reached.

(ii) user plane messaging: sent downstreamto the PM.,, which may take
corrective action (as a POR for 1+1) or communicate with a POR
upstream (for 1:n) by any of several neans:

- control plane nmessagi ng
- user plane return path (either through a bi-directional LSP or
vi a ot her means)
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Since the FISis a control nessage, it should be transnitted with
high priority to ensure that it propagates rapidly towards the

af fected POR(s). Depending on how fault notification is configured
in the LSRs of an MPLS domain, the FIS could be sent either as a
Layer 2 or Layer 3 packet [MPLS-PATH]. The use of a Layer 2-based
notification requires a Layer 2 path direct to the POR  An exanple
of a FIS could be the |liveness nessage sent by a downstream LSR to
its upstream neighbor, with an optional fault notification field set
or it can be inplicitly denoted by a teardown nessage.
Alternatively, it could be a separate fault notification packet. The
internmedi ate LSR should identify which of its incomng links to
propagate the FI'S on.

3.7. Swi tch-Over QOperation
3.7.1 Recovery Trigger

The activation of an MPLS protection switch follow ng the detection
or notification of a fault requires a trigger nmechani smat the PSL.
MPLS protection switching nay be initiated due to automatic inputs or
external conmands. The automatic activation of an MPLS protection
switch results froma response to a defect or fault conditions
detected at the PSL or to fault notifications received at the PSL.

It is possible that the fault detection and trigger nechani sns nay be
conbined, as is the case when a PF, PD, LF, or LDis detected at a
PSL and triggers a protection switch to the recovery path. In nost
cases, however, the detection and trigger nmechani snms are distinct,

i nvol ving the detection of fault at sone internediate LSR foll owed by
the propagation of a fault notification to the POR via the FI'S, which
serves as the protection switch trigger at the POR  MPLS protection
switching in response to external conmmands results when the operator
initiates a protection switch by a command to a POR (or alternatively
by a configuration command to an internediate LSR, which transnits
the FIS towards the POR).

Note that the PF fault applies to hard failures (fiber cuts,
transmitter failures, or LSR fabric failures), as does the LF fault,
with the difference that the LF is a |ower layer inpairnment that may
be communi cated to MPLS-based recovery nechani sns. The PD (or LD)
fault, on the other hand, applies to soft defects (excessive errors
due to noise on the link, for instance). The PD (or LD) results in a
fault declaration only when the percentage of |ost packets exceeds a
gi ven threshold, which is provisioned and nmay be set based on the
service level agreenent(s) in effect between a service provider and a
cust oner .

Sharma & Hel | strand I nf or mat i onal [ Page 28]



RFC 3469 Framewor k for MPLS-based Recovery February 2003

3.7.2 Recovery Action

After a fault is detected or FIS is received by the POR the recovery
action involves either a rerouting or protection swtching operation.
In both scenarios, the next hop | abel forwarding entry for a recovery
path is bound to the working path.

3.8. Post Recovery Operation

When traffic is flowing on the recovery path, decisions can be nade
as to whether to let the traffic remain on the recovery path and
consider it as a new working path or to do a switch back to the old
or to a new working path. This post recovery operation has two
styles, one where the protection counterparts, i.e., the working and
recovery path, are fixed or "pinned" to their routes, and one in
which the PSL or other network entity with real-time know edge of
failure dynam cally perfornms re-establishment or controlled
rearrangenment of the paths conprising the protected service

3.8.1 Fi xed Protection Counterparts

For fixed protection counterparts the PSL will be pre-configured with
the appropriate behavior to take when the original fixed path is
restored to service. The choices are revertive and non-revertive
node. The choice will typically be dependent on relative costs of

t he working and protection paths, and the tol erance of the service to
the effects of switching paths yet again. These protection nodes

i ndi cate whether or not there is a preferred path for the protected
traffic.

3.8.1.1 Revertive Mbde

If the working path always is the preferred path, this path will be
used whenever it is available. Thus, in the event of a fault on this
path, its unused resources will not be reclainmed by the network on
failure. Resources here may include assigned | abels, |inks,

bandwi dth etc. |If the working path has a fault, traffic is swtched
to the recovery path. |In the revertive node of operation, when the
preferred path is restored the traffic is automatically sw tched back
toit.

There are a nunber of inplications to pinned working and recovery
pat hs:

- upon failure and after traffic has been noved to the recovery
path, the traffic is unprotected until such tine as the path
defect in the original working path is repaired and that path
restored to service.
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- upon failure and after traffic has been noved to the recovery
path, the resources associated with the original path remain
reserved.

3.8.1.2 Non-revertive Mbde

In the non-revertive node of operation, there is no preferred path or
it my be desirable to minimze further disruption of the service
brought on by a revertive switching operation. A switch-back to the
original working path is not desired or not possible since the
original path may no |l onger exist after the occurrence of a fault on
that path. If there is a fault on the working path, traffic is
switched to the recovery path. Wen or if the faulty path (the
originally working path) is restored, it may beconme the recovery path
(either by configuration, or, if desired, by managenent actions).

In the non-revertive node of operation, the working traffic may or
may not be restored to a new optimal working path or to the origina
wor ki ng path anyway. This is because it might be useful, in sone
cases, to either: (a) administratively performa protection switch
back to the original working path after gaining further assurances
about the integrity of the path, or (b) it nay be acceptable to
continue operation on the recovery path, or (c) it nmay be desirable
to nove the traffic to a new optimal working path that is cal cul ated
based on network topol ogy and network policies. Once a new working
pat h has been defined, an associated recovery path may be setup

3.8.2 Dynami c Protection Counterparts

For dynanic protection counterparts when the traffic is switched over
to a recovery path, the association between the original working path
and the recovery path may no | onger exist, since the original path
itself may no longer exist after the fault. |Instead, when the
network reaches a stable state followi ng routing convergence, the
recovery path may be switched over to a different preferred path
either optimzation based on the new network topol ogy and associ at ed
i nformati on or based on pre-configured infornation.

Dynani c protection counterparts assune that upon failure, the PSL or

other network entity will establish new working paths if another
switch-over will be perforned.
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3.8.3 Restorati on and Notification

MPLS restoration deals with returning the working traffic fromthe
recovery path to the original or a new working path. Restoration is
performed by the PSL either upon receiving notification, via FRS
that the working path is repaired, or upon receiving notification
that a new working path is established.

For fixed counterparts in revertive node, an LSR that detected the
fault on the working path also detects the restoration of the working
path. [If the working path had experienced a LF defect, the LSR
detects a return to nornal operation via the receipt of a liveness
message fromits peer. |If the working path had experienced a LD
defect at an LSR interface, the LSR could detect a return to normal
operation via the resunption of error-free packet reception on that
interface. Alternatively, a |lower layer that no | onger detects a LF
defect may informthe MPLS-based recovery nmechani snms at the LSR that
the link to its peer LSR is operational. The LSR then transnmts FRS
to its upstream LSR(s) that were transnmtting traffic on the working
path. At the point the PSL receives the FRS, it sw tches the working
traffic back to the original working path.

A simlar schene is used for dynam c counterparts where e.g., an
updat e of topol ogy and/ or network convergence may trigger
installation or setup of new working paths and may send notification
to the PSL to performa switch over

We note that if there is a way to transmit fault information back
along a recovery path towards a PSL and if the recovery path is an
equi val ent working path, it is possible for the working path and its
recovery path to exchange roles once the original working path is
repaired following a fault. This is because, in that case, the
recovery path effectively becomes the working path, and the restored
wor ki ng path functions as a recovery path for the original recovery
path. This is inmportant, since it affords the benefits of non-
revertive switch operation outlined in Section 4.8.1, wi thout |eaving
the recovery path unprotected.

3.8.4 Reverting to Preferred Path (or Controll ed Rearrangenent)

In the revertive node, "make before break” restoration swtching can
be used, which is less disruptive than perform ng protection

swi tchi ng upon the occurrence of network inpairnments. This wll

m ni m ze both packet | oss and packet reordering. The controlled
rearrangenment of paths can also be used to satisfy traffic

engi neering requirenments for |oad bal anci ng across an MPLS domai n.
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3.9. Performance

Resour ce/ performance requirements for recovery paths should be
specified in terms of the follow ng attributes:

l. Resource Class Attribute:
Equi val ent Recovery O ass: The recovery path has the sane
performance guarantees as the working path. |n other words, the
recovery path neets the same SLAs as the working path.

Limted Recovery O ass: The recovery path does not have the sane
perfornmance guarantees as the working path.

A.  Lower C ass:
The recovery path has |ower resource requirenments or |ess
stringent performance requirenents than the working path.

B. Best Effort d ass:
The recovery path is best effort.

I1. Priority Attribute:
The recovery path has a priority attribute just Iike the working
path (i.e., the priority attribute of the associated traffic
trunks). It can have the sane priority as the working path or
| ower priority.

I11. Preenption Attribute:
The recovery path can have the same preenption attribute as the
wor ki ng path or a | ower one.

4. MPLS Recovery Features

The following features are desirable froman operational point of
Vi ew.

l. It is desirable that MPLS recovery provides an option to
identify protection groups (PPGs) and protection portions
(PTPs).

I1. Each PSL should be capable of perform ng MPLS recovery upon the
detection of the inpairments or upon receipt of notifications of
i mpai r ment s.

I1l. A MPLS recovery nethod shoul d not preclude nmanual protection
swi tching conmands. This inplies that it would be possible
under adm nistrative conmands to transfer traffic froma working
path to a recovery path, or to transfer traffic froma recovery
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path to a working path, once the working path becones
operational following a fault.

IV. A PSL may be capable of performing either a switch back to the
original working path after the fault is corrected or a
swi tchover to a new working path, upon the discovery or
establ i shnent of a nore optinal working path.

V. The recovery nodel should take into consideration path nerging
at internediate LSRs. |If a fault affects the nerged segnent,
all the paths sharing that nerged segnent should be able to
recover. Simlarly, if a fault affects a non-nerged segnent,
only the path that is affected by the fault should be recovered.

5. Conparison Criteria

Possible criteria to use for conparison of MPLS-based recovery
schenes are as foll ows:

Recovery Ti me

We define recovery tine as the time required for a recovery path
to be activated (and traffic flowing) after a fault. Recovery
Tinme is the sumof the Fault Detection Tine, Hold-off Tinme,
Notification Tinme, Recovery Operation Time, and the Traffic
Restoration Tinme. In other words, it is the tine between a
failure of a node or link in the network and the time before a
recovery path is installed and the traffic starts flowing on it.

Ful | Restoration Tine

We define full restoration tine as the tine required for a
permanent restoration. This is the time required for traffic to
be routed onto |inks, which are capable of or have been engi neered
sufficiently to handle traffic in recovery scenarios. Note that
this tinme may or may not be different fromthe "Recovery Tine"
dependi ng on whether equivalent or limted recovery paths are
used.

Setup vulnerability

The amount of tine that a working path or a set of working paths
is left unprotected during such tasks as recovery path conputation
and recovery path setup may be used to conpare schenes. The
nature of this vulnerability should be taken into account, e.g.
End to End schenes correlate the vulnerability with working paths,
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Local Repair schenes have a topological correlation that cuts
across working paths and Network Pl an approaches have a
correlation that inpacts the entire network.

Backup Capacity

Recovery schenes nmay require differing anmounts of "backup
capacity" in the event of a fault. This capacity will be
dependent on the traffic characteristics of the network. However,
it may al so be dependent on the particular protection plan
selection algorithms as well as the signaling and re-routing

net hods.

Addi tive Latency

Recovery schenes may introduce additive latency for traffic. For
exanpl e, a recovery path may take many nore hops than the worKking
path. This may be dependent on the recovery path sel ection

al gorithns.

Quality of Protection

Recovery schenes can be considered to enconpass a spectrum of
"packet survivability" which may range from"relative" to
"absolute". Relative survivability may nean that the packet is on
an equal footing with other traffic of, as an exanple, the sane
diff-serv code point (DSCP) in contending for the resources of the
portion of the network that survives the failure. Absolute
survivability may mean that the survivability of the protected
traffic has explicit guarantees.

Re- orderi ng

Recovery schenes may introduce re-ordering of packets. Also the
action of putting traffic back on preferred paths m ght cause
packet re-ordering.

State Over head

As the nunber of recovery paths in a protection plan grows, the
state required to maintain themalso grows. Schemes may require
differing nunbers of paths to naintain certain |levels of coverage
etc. The state required nay al so depend on the particul ar schene
used for recovery. The state overhead may be a function of
several paraneters. For exanple, the nunber of recovery paths
and the nunmber of the protected facilities (links, nodes, or
shared link risk groups (SRLGs)).
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Loss

Recovery schenes may introduce a certain anpunt of packet |oss
during switchover to a recovery path. Schenes that introduce |oss
during recovery can neasure this | oss by evaluating recovery tines
in proportion to the link speed.

In case of link or node failure a certain packet loss is
i nevitable.

Cover age

Recovery schenes nmay offer various types of failover coverage
The total coverage nay be defined in terns of several netrics:

l. Fault Types: Recovery schenes may account for only link faults
or both node and link faults or also degraded service. For
exanpl e, a schenme nay require nore recovery paths to take node
faults into account.

I'l. Number of concurrent faults: dependent on the |layout of recovery
paths in the protection plan, nultiple fault scenarios may be
able to be restored.

I1l. Number of recovery paths: for a given fault, there nay be one or
nore recovery paths.

I V. Percentage of coverage: dependent on a schenme and its
i npl ementation, a certain percentage of faults may be covered
This may be subdivided into percentage of link faults and
percentage of node faults.

V. The nunber of protected paths may effect how fast the total set
of paths affected by a fault could be recovered. The ratio of
protection is n/N, where n is the nunber of protected paths and
Nis the total nunber of paths.

6. Security Considerations

The MPLS recovery that is specified herein does not raise any
security issues that are not already present in the MPLS
architecture.

Confidentiality or encryption of information on the recovery path is
out side the scope of this docunent, but any met hod designed to do
this in other contexts may be used with the methods described in this
docunent .
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7.

9.

Intellectual Property Considerations

The | ETF has been notified of intellectual property rights clainmed in
regard to sone or all of the specification contained in this
docunment. For nore information consult the online Iist of clained
rights.
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1. Introduction

1.1. What Are Pseudo Wres?

Pseudo Wre Enul ati on Edge-to-Edge (PWE3) is a nechani smthat

emul ates the essential attributes of a service such as ATM Frane
Rel ay or Ethernet over a Packet Switched Network (PSN). The required
functions of PW include encapsul ati ng service-specific PDUs arriving
at an ingress port, and carrying them across a path or tunnel
managi ng their timng and order, and any other operations required to
enmul ate the behavior and characteristics of the service as faithfully
as possi bl e.

From the customer perspective, the PWis perceived as an unshared
link or circuit of the chosen service. However, there may be
deficiencies that inpede sone applications frombeing carried on a
PW These linmtations should be fully described in the appropriate
service-specific docunents and Applicability Statenents.
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1. 2. Current Network Architecture

The foll owi ng sections give sone background on where networks are
today and why they are changing. It also talks about the notivation
to provide converged networks while continuing to support existing
services. Finally, it discusses how PW can be a solution for this
di | emma.

1.2.1. Miltiple Networks

For any given service provider delivering nultiple services, the
current infrastructure usually consists of parallel or "overlay"
networ ks. Each of these networks inplenents a specific service, such
as Frane Relay, Internet access, etc. This is expensive, both in
terns of capital expense and operational costs. Furthernore, the
presence of nultiple networks conplicates planning. Service
providers wi nd up asking thensel ves these questi ons:

- Which of ny networks do | build out?
- How many fibers do | need for each network?
- How do | efficiently nmanage nultiple networks?

A converged network hel ps service providers answer these questions in
a consistent and econonical fashion.

1.2.2. Transition to a Packet-Optini zed Converged Network

In order to maximize return on their assets and minimze their
operating costs, service providers often | ook to consolidate the
delivery of nultiple service types onto a single networking

t echnol ogy.

As packet traffic takes up a larger and | arger portion of the
avai | abl e network bandwi dth, it becomes increasingly useful to
optim ze public networks for the Internet Protocol. However, many
service providers are confronting several obstacles in engineering
packet -optini zed networks. Although Internet traffic is the fastest
growing traffic segnent, it does not generate the highest revenue per
bit. For exanple, Frame Relay traffic currently generates higher
revenue per bit than native |IP services do. Private |line TDM
services still generate even nore revenue per bit than does Frane
Relay. In addition, there is a trenmendous anount of |egacy equi pnent
depl oyed within public networks that does not communi cate using the
Internet Protocol. Service providers continue to utilize non-I1P

equi prent to deploy a variety of services, and see a need to

i nterconnect this |egacy equi pment over their |P-optinized core

net wor ks.
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1.3. PWE3 as a Path to Convergence

How do service providers realize the capital and operational benefits
of a new packet-based infrastructure, while |everaging the existing
equi pmrent and al so protecting the |arge revenue stream associ at ed
with this equipnent? How do they nove frommature Frane Relay or ATM
networks, while still being able to provide these lucrative services?

One possibility is the emulation of circuits or services via PW.
Circuit enulation over ATM and interworking of Franme Relay and ATM
have al ready been standardi zed. Emulation allows existing services
to be carried across the new infrastructure, and thus enables the

i nterworki ng of disparate networks

| mpl emented correctly, PWE3 can provide a nmeans for supporting
today’ s services over a new network

1.4. Suitable Applications for PWE3

What makes an application suitable (or not) for PWE3 erul ation? When
considering PW as a neans of providing an application, the follow ng
guestions must be consi dered:

- |Is the application sufficiently deployed to warrant enul ati on?

- |Is there interest on the part of service providers in providing an
emul ation for the given application?

- |Is there interest on the part of equi prent manufacturers in
provi ding products for the enulation of a given application?

- Are the conplexities and Iimtations of providing an emnul ation
worth the savings in capital and operational expenses?

If the answer to all four questions is "yes", then the application is
likely to be a good candidate for PAE3. O herwi se, there nmay not be
sufficient overlap between the customers, service providers,

equi prent manuf acturers and technol ogy to warrant providing such an
emul ati on.

1.5. Summary
To nmaxim ze the return on their assets and mnimze their operationa
costs, many service providers are |ooking to consolidate the delivery
of multiple service offerings and traffic types onto a single |IP-
optim zed network.

In order to create this next-generation converged network, standard
nmet hods must be devel oped to enul ate existing tel ecomruni cations
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formats such as Ethernet, Frane Relay, and ATM over | P-optim zed core
networks. This docunment describes requirenments for acconplishing
this goal .

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALLNOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

Some terns used throughout this docunent are |isted bel ow

Attachnent Circuit (AC
The physical or virtual circuit attaching a CE
to a PE. An AC can be a Frame Relay DLCl, an
ATM VPI/VClI, an Ethernet port, a VLAN, a HDLC
link, a PPP connection on a physical interface,
a PPP session froman L2TP tunnel, an MPLS LSP,
et c.

Cust omer Edge (CE) A device where one end of a service originates
and/or termnates. The CEis not aware that it
is using an enul ated service rather than a
native service.

Packet Switched Network (PSN)
Wthin the context of PWE3, this is a network
using I P or MPLS as the mechani sm for packet
f orwar di ng.

Provi der Edge (PE) A device that provides PW3 to a CE

Pseudo Wre (PW A mechani smthat carries the essential elenents
of an emulated circuit fromone PE to another
PE over a PSN.

Pseudo Wre Enul ati on Edge to Edge (PWE3)
A mechani smthat enul ates the essenti al
attributes of a service (such as a T1 | eased
line or Frame Relay) over a PSN

Pseudo Wre PDU A Protocol Data Unit (PDU) sent on the PWthat
contains all of the data and control
i nformati on necessary to enul ate the desired
service.

PSN Tunnel A tunnel across a PSN i nside which one or nore
PW can be carri ed.
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3. Reference Mdel of PWE3

A pseudo-wire (PW is a connection between two provider edge (PE)
devi ces which connects two attachnment circuits (ACs). An AC can be a
Frame Relay DLCI, an ATM VPI/VClI, an Ethernet port, a VLAN, a HDLC
link, a PPP connection on a physical interface, a PPP session from an
L2TP tunnel, an MPLS LSP, etc.

[ <------- Pseudo Wre ------ >|

| <-- PSN Tunnel -->| |

e e
S + | PE1] | PE2| +omm - +
| I PM............. [---------- | |
| CE1 | | | | | | CE2 |
| [---------- [ PW. ... [---------- | |
booook o o oo

A +--- -+ +----+ A

[ Provi der Edge 1 Provi der Edge 2

|| |

| Attachnent Circuit |

| |

[ <---cmmmmmam - Enul ated Service ---------------- >|
Cust oner Cust oner
Edge 1 Edge 2

Figure 1: PWE3 Reference Mbdel

During the setup of a PW the two PEs will be configured or will

aut onati cally exchange i nformati on about the service to be emul at ed
so that later they know how to process packets coning fromthe other
end. After a PWis set up between two PEs, franes received by one PE
froman AC are encapsul ated and sent over the PWto the renote PE,
where native franes are re-constructed and forwarded to the other CE.
For a detailed PWE3 architecture overview, readers should refer to
the PWE3 architecture docunment [PWE3_ARCH] .

Thi s docunent does not assune that a particular type of PW (e.qg.,

[L2TPv3] sessions or [MPLS] LSPs) or PSNs (e.g., IP or MPLS) is used.
Instead, it describes generic requirenents that apply to all PW and
PSNs, for all services including Ethernet, ATM and Frane Rel ay, etc.
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4. Packet Processing
This section describes data plane requirenments for PWE3.
4.1. Encapsul ation

Every PE MJST provi de an encapsul ati on nechani smfor PDUs from an AC.
It should be noted that the PDUs to be encapsul ated nay or may not
contain L2 header information. This is service specific. Every PWE3
service MJST specify what the PDU is.

A PW header consists of all the header fields in a PWPDU that are
used by the PWegress to determ ne how to process the PDU. The PSN
tunnel header is not considered as part of the PW header.

Specific requirements on PDU encapsul ation are |isted bel ow
4.1.1. Conveyance of Necessary L2 Header Information

The egress of a PWneeds sonme information, e.g., which native service
the PWPDUs belong to, and possibly some L2 header information, in
order to know how to process the PDUs received. A PWE3 encapsul ati on
approach MUST provide sone nechani smfor conveying such information
fromthe PWingress to the egress. It should be noted that not all
such information nmust be carried in the PWheader of the PW PDUs.
Some information (e.g., service type of a PW can be stored as state
i nformati on at the egress during PWsetup.

4.1.2. Support of Variable Length PDUs

A PWE3 approach MUST acconmpdate variable length PDUs, if variable
Il ength PDUs are allowed by the native service. For exanple, a PWE3
approach for Frame Relay MJUST accommodate variable | ength franes.

4.1.3. Support of Miltiplexing and Demnul tipl exi ng

If a service inits native formis capable of grouping nultiple
circuits into a "trunk", e.g., multiple ATMVCCs in a VPC or nultiple
Et hernet 802. 1Q interfaces in a port, some nmechani sm SHOULD be
provided so that a single PWcan be used to connect two end-trunks.
From encapsul ati on perspective, sufficient information MJUST be
carried so that the egress of the PWcan denultiplex individual
circuits fromthe PW
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4.1.4. Validation of PWPDU

Most L2 frames have a checksumfield to assure frame integrity.

Every PWE3 service MJST specify whether the frane’s checksum shoul d
be preserved across the PW or should be renoved at the ingress PE
and then be re-calculated and inserted at the egress PE. For
protocol s such as ATM and FR, the checksum covers |ink-1oca
information such as the circuit identifiers (e.g., FR DLCl or ATM
VPI/VCl). Therefore, such checksum MJST be renoved at the ingress PE
and recal cul ated at the egress PE

4.1.5. Conveyance of Payl oad Type Infornation

Under sone circunstances, it is desirable to be able to distinguish
PWtraffic fromother types of traffic such as IPv4 or IPv6 or OAM
For exanple, if Equal Cost Multi-Path (ECMP) is enployed in a PSN,
this additional distinguishability can be used to reduce the chance
that PW packets get nisordered by the | oad bal anci ng nechanism Sone
mechani sm SHOULD provide this distinguishability if needed. Such
mechani sm MAY be defined in the PWE3 WG or ot her WGs.

4.2. Frame Odering

When packets carrying the PWPDUs traverse a PW they nmay arrive at
the egress out of order. For sone services, the franes (either
control frames only or both control and data frames) nust be
delivered in order. For such services, sone mechani sm MUST be

provi ded for ensuring in-order delivery. Providing a sequence nunber
in the PWheader for each packet is one possible approach to detect
out -of -order frames. Mechanisns for re-ordering franes nay be

provi ded by Native Service Processing (NSP) [ PNE3_ARCH] but are out
of scope of PWES.

4.3. Frame Duplication

In rare cases, packets traversing a PWnay be duplicated. For sone
services, frame duplication is not allowed. For such services sone
mechani sm MUST be provided to ensure that duplicated frames will not
be delivered. The nmechanismmay or nay not be the sanme as the
mechani sm used to ensure in-order frame delivery.

4.4. Fragnentation

I f the conbined size of the L2 payload and its associ ated PWE3 and
PSN headers exceeds the PSN path MIU, the L2 payl oad may need to be
fragmented (Alternatively the L2 frame may be dropped). For certain
native service, fragnentation may al so be needed to maintain a

control frame's relative position to the data frames (e.g., an ATM PM
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cell’s relative position). 1In general, fragnentation has a
performance inpact. It is therefore desirable to avoid fragnentation
if possible. However, for different services, the need for
fragmentation can be different. Wen there is potential need for
fragmentation, each service-specific PWE3 docunment MJST specify

whet her to fragnment the frame in question or to drop it. If an

enul ated service chooses to drop the frane, the consequence MJST be
specified in its applicability statenent.

4.5. Consideration of Per-PSN Packet Over head

Wien the L2 PDU size is snmall, in order to reduce PSN tunnel header
overhead, nmultiple PDUs MAY be concatenated before a PSN tunne
header is added. Each encapsulated PDU still carries its own PW

header so that the egress PE knows how to process it. However, the
benefit of concatenating nultiple PDUs for header efficiency should
be wei ghed against the resulting increase in delay, jitter and the
| arger penalty incurred by packet |oss.

5.  Maintenance of Enul ated Services
This section describes mai ntenance requirenents for PWE3.
5.1. Setup and Teardown of Pseudo-Wres

A PWnust be set up before an ermulated circuit can be established,
and nmust be torn down when an enulated circuit is no |onger needed.
Setup and teardown of a PWcan be triggered by a conmand fromthe
managenent plane of a PE, or by Setup/Teardown of an AC (e.g., an ATM
SVC), or by an auto-di scovery nechani sm

Every PWE3 approach MJST define sone setup nmechani sm for establishing
the PW. During the setup process, the PEs need to exchange sone
information (e.g., to learn each other’s capability). The setup
mechani sm MUST enabl e the PEs to exchange all necessary information
For exanpl e, both endpoints nust agree on nethods for encapsul ating
PDUs and handling frane ordering. Wich signaling protocol to use
and what information to exchange are service specific. Every PWE3
approach MUST specify them Manual configuration of PW can be

consi dered as a special kind of signaling and is all owed.

If a native circuit is bi-directional, the correspondi ng enul at ed

circuit can be signaled "Up" only when the associated PWand PSN
tunnels in both directions are functional
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5.2. Handling Mintenance Message of the Native Services

Sone native services have nechani sns for maintenance purpose, e.g.

ATM OAM and FR LM . Such mai nt enance nessages can be in-band (i.e.
m xed with data messages in the same AC) or out-of-band (i.e., sent
in a dedicated control circuit). For such services, all in-band

mai nt enance nessages related to a circuit SHOULD be transported in-
band just |ike data nessages through the corresponding PWto the
remote CE. In other words, no translation is needed at the PEs for

i n-band mai nt enance nessages. In addition, it MAY be desirable to
provide higher reliability for maintenance nmessages. The mechani sns
for providing high reliability do not have to be defined in the PWE3
WG

Qut - of - band nai nt enance nmessages between a CE and a PE nmay relate to
multiple ACs between the CE and the PE. They need to be processed at
the I ocal PE and possibly at the rembte PE as well. If a native
service has sone out-of-band mai nt enance nessages, the correspondi ng
enul ated service MJST specify how to process such nessages at the
PEs. |In general, an out-of-band naintenance nessage is either
translated into an in-band nai ntenance nmessage of the native service
or a PWE-specific maintenance nessage for every AC related to that

out - of - band nessage. As an exanple, assume the ACs between a CE and
a PE are sone ATM VCCs inside a VPC. Wen a F4 AIS[UNI3.0] fromthe
CE is received by the PE, the PE should translate that F4 AISinto a
F5 AIS and send it to the renpte CE for every VCC. Alternatively,
the PE shoul d generate a PWE-specific maintenance nessage (e.dg.

| abel withdrawal) to the renote PE for every VCC. \When the renote PE
recei ves such a PWE-specific maintenance nessage, it nmay need to
generate a mai nt enance nessage of the native service and send it to
the attached CE

5.3. PE-initiated Miintenance Messages

A PE needs to initiate some nai ntenance nessages under sone
circunstances wi thout being triggered by any native nmi ntenance
messages fromthe CE. These circunstances are usually caused by
fault, e.g., a PWfailure in the PSN or a link failure between the CE
and the PE.

The reason the PEs need to initiate some nai ntenance nessages under a
fault condition is because the existence of a PWbetween two CEs
woul d ot herwi se reduce the CEs’ naintenance capability. This is

illustrated in the followi ng exanple. If two CEs are directly
connected by a physical wire, a native service (e.g., ATM can use
notifications fromthe lower layer (e.g., the physical link layer) to
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assist its maintenance. For exanple, an ATM PVC can be signal ed
"Down" if the physical wire fails. However, consider the follow ng

scenari o.

+----- + Phy-link +----+ +----+ Phy-link +----- +
| CEL |---------- | PE1|...... PW..... | PE2 | ---------- | CE2

S e + +--- -+ +--- -+ S e +

If the PWbetween PE1 and PE2 fails, CE1l and CE2 will not receive
physical link failure notification. As a result, they cannot declare
failure of the enulated circuit in a tinmely fashion, which will in
turn affect higher layer applications. Therefore, when the PWfails,
PE1 and PE2 need to initiate sone nai ntenance nessages to notify the
client layer on CE1l and CE2 that use the PWas a server layer. (In
this case, the client layer is the enulated service). Simlarly, if
t he physical link between PE1-CEl fails, PEl needs to initiate some
mai nt enance nessage(s) so that the client layer at CE2 will be
notified. PE2 nay need to be involved in this process.

In the rare case when a physical wire between two CEs incurs many bit
errors, the physical link can be declared "Down" and the client |ayer
at the CEs be notified. Simlarly, a PWcan incur packet |oss,
corruption, and out-of-order delivery. These can be considered as
"generalized bit error”. Upon detection of excessive "generalized
bit error", a PWcan be declared "Down" and the detecting PE needs to
initiate a naintenance nessage so that the client layer at the CE is
notified.

In general, every emul ated service MJST specify:
* Under what circunstances PE-initiated naintenance nessages are
needed,
* Format of the maintenance nessages, and
* How to process the mai ntenance nmessages at the renote PE.

Some noni toring mechani sms are needed for detecting such
circunstances, e.g., a PWfailure. Such nmechanisns can be defined in
the PWE3 WG or el sewhere.

Status of a group of enulated circuits nmay be affected identically by

a single network incidence. For exanple, when the physical |ink
between a CE and a PE fails, all the enulated circuits that go
through that link will fail. It is desirable that a single

mai nt enance nessage be used to notify failure of the whole group of
emul ated circuits connected to the same renote PE. A PWE3 approach
MAY provi de some nmechani sm for notifying status changes of a group of
enul ated circuits. One possible approach is to associ ate each
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enulated circuit with a group ID while setting up the PWfor that
emulated circuit. In a maintenance nmessage, that group |ID can be
used to refer to all the emulated circuits in that group

If a PE needs to generate and send a mai ntenance nessage to a CE, the
PE MUST use a nmi ntenance nessage of the native service. This is
essential in keeping the enul ated service transparent to the CEs.

The requirements stated in this section are aligned with the ITUT
mai nt enance phil osophy for tel econmuni cations networks [ G305] (i.e.
client l|ayer/server |ayer concept).

6. Managenent of Enul ated Services

Each PWE3 approach SHOULD provi de sonme nechani sns for network
operators to manage the enul ated service. These mechani snms can be in
the fornms described bel ow

6.1. MBs

SNMP M Bs [ SM V2] MJST be provided for managi ng each enul ated circuit
as well as pseudo-wire in general. These M Bs SHOULD be created with
the follow ng requirenents.

6.2. GCeneral MB Requirenents

New M Bs MJST augnent or extend where appropriate, existing tables as
defined in other existing service-specific MBs for existing services
such as MPLS or L2TP. For exanple, the ifTable as defined in the
Interface MB [I FM B] MJST be augnented to provide counts of out-of-
order packets. A second exanple is the extension of the MPLS-TE-M B
[ TEM B] when emul ating circuit services over MPLS. Rather than
redefining the tunnel Table so that PWE can utilize MPLS tunnels, for
exanple, entries in this table MJST instead be extended to add
addi ti onal PWE-specific objects. A final exanple mght be to extend
the IP Tunnel MB [IPTUNMB] in such a way as to provi de PWE3-
specific semantics when tunnels other than MPLS are used as PSN
transport. Doing so facilitates a natural extension of those objects
defined in the existing MBs in terns of managenent, as well as

| everagi ng exi sting agent inplenentations.

An AC MUST appear as an interface in the ifTable.
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6.3. Configuration and Provi sioning

M B Tabl es MUST be designed to facilitate configuration and
provi sioning of the AC

The M B(s) MUST facilitate intra-PSN configuration and nonitoring of
ACs.

6.4. Performance Mnitoring
M Bs MUST col lect statistics for performance and fault nmanagemnent.

M Bs MUST provide a description of how existing counters are used for
PWemrul ati on and SHOULD not replicate existing MB counters.

6.5. Fault Managenment and Notifications

Notificati ons SHOULD be defined where appropriate to notify the
networ k operators of any interesting situations, including faults
detected in the AC

bj ects defined to augnent existing protocol -specific notifications
in order to add PWE functionality MJST expl ain how these
notifications are to be enmtted.

6. 6. Pseudo-Wre Connection Verification and Traceroute

For network managenent purpose, a connection verification nmechani sm
SHOULD be supported by PW. Connection verification as well as other
al arm ng nechani sns can alert network operators that a PWhas | ost
its renmote connection. It is sonetines desirable to know the exact
functional path of a PWfor troubl eshooting purpose, thus a
traceroute function capable of reporting the path taken by data
packets over the PW SHOULD be provided

7. Faithful ness of Enul ated Services
An emrul at ed service SHOULD be as simlar to the native service as
possi bl e, but NOT REQU RED to be identical. The applicability
statement of a PWE3 service MJST report limtations of the emnulated
servi ce.

Some basic requirenents on faithful ness of an enul ated service are
descri bed bel ow.
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7.

7.

1

2.

Characteristics of an Enul ated Service

Fromthe perspective of a CE, an enulated circuit is characterized as
an unshared link or circuit of the chosen service, although service
quality of the enul ated service may be different fromthat of a
native one. Specifically, the follow ng requirenments MUST be net:

1) It MJST be possible to define type (e.g., Ethernet, which is
i nherited fromthe native service), speed (e.g., 100Mops), and MIU
size for an emulated circuit, if it is possible to do so for a
native circuit.

2) If the two endpoints CE1 and CE2 of enulated circuit #1 are
connected to PEl and PE2, respectively, and CE3 and CE4 of
emul ated circuit #2 are al so connected to PE1 and PE2, then the
PW of these two enulated circuits may share the same physica
pat hs between PEl1 and PE2. But fromeach CE s perspective, its
emul ated circuit MJST appear as unshared. For exanple, CE1l/CE2
MJUST NOT be aware of existence of ermulated circuit #2 or CE3/ CEA.

3) If an emulated circuit fails (either at one of the ACs or in the
m ddl e of the PW, both CEs MIST be notified in a tinely nanner,
if they will be notified in the native service (see Section 5.3
for nore information). The definition of "tineliness" is
servi ce-dependent.

4) If a routing protocol (e.g., |IGP) adjacency can be established
over a native circuit, it MJST be possible to be established over
an enul ated circuit as well.

Service Quality of Enul ated Services

It is NOT REQUI RED that an emul ated service provide the sane service
quality as the native service. The PWE3 WG only defi nes mechani sns
for providing PWenulation, not the services thenselves. What
quality to provide for a specific enulated service is a matter

bet ween a service provider (SP) and its custoners, and is outside
scope of the PWE3 WG

Non- Requi renment s
Sonme non-requirenents are nentioned in various sections of this

docunent. Those work itens are outside scope of the PNES Wa  They
are sumari zed bel ow
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- Service interworKking;

In Service Interworking, the IW (Interworking Function) between
two dissimlar protocols (e.g., ATM & MPLS, Frane Relay & ATM ATM
& IP, ATM & L2TP, etc.) term nates the protocol used in one
network and translates (i.e., maps) its Protocol Contro
Information (PCl) to the PCl of the protocol used in other network
for User, Control and Managenent Pl ane functions to the extent
possi bl e.

- Selection of a particular type of PW;

- To nmake the emnul ated services perfectly match their native
services

- Defining nechani sns for signaling the PSN tunnels;

- Defining how to performtraffic nanagenment on packets that carry

PW PDUs;

- Providing any nmulticast service that is not native to the enul ated
medi um
To illustrate this point, Ethernet transnmission to a nulticast

| EEE- 48 address is considered in scope, while nmulticast services
like [MARS] that are inplenmented on top of the nediumare out of
scope;

9. Qality of Service (QS) Considerations

Sonme native services such as ATM can of fer higher service quality
than best effort Internet service. QS is therefore essential for
ensuring that emul ated services are conpati ble (but not necessarily
identical) to their native forns. It is up to network operators to
decide how to provide QS - They can choose to rely on over-

provi sioni ng and/ or deploy sone QS nechani sns.

In order to take advantage of QoS nmechani snms defined in other working
groups, e.g., the traffic managenent schenes defined in DiffServ WG
it is desirable that sone nmechani snms exists for differentiating the
packets resulted from PDU encapsul ati on. These nmechani sns do not
have to be defined in the PWE3 approaches thensel ves. For exanpl e,

if the resulted packets are MPLS or | P packets, their EXP or DSCP
field can be used for nmarking and differentiating. A PWE3 approach
MAY provi de guidelines for marking and differentiating.
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10.

11.

The applicability of PWE3 to a particular service depends on the
sensitivity of that service (or the CE inplenmentation) to
delay/jitter etc and the ability of the application |layer to mask
them PWE3 may not be applicable to services that have severe
constraints in this respect.

I nter-donmin | ssues

PWE is a matter between the PWend-points and is transparent to the
net wor k devi ces between the PWend-points. Therefore, inter-donain
PWE is fundanentally simlar to intra-domain PWE. As |long as PW
end- poi nts use the sane PWE approach, they can conmunicate

ef fectively, regardl ess of whether they are in the sane domain.
Security nmay becone nore inportant in the inter-donmain case and sone
security measure such as end-point authentication MAY be applied

QS may becone nore difficult to deliver too, as one service provider
has no control over another service provider’s provisioning and
traffic managenent policy. To solve the inter-donmain QS problem
service providers have to cooperate. Once they agree at a
contractual level to provider high quality of service to certain
traffic (e.g., PW traffic), the mechani snms defined in other working
groups, e.g., Diffserv W5 can be used.

Inter-donmain PSN tunnels are generally nore difficult to set up, tear
down and maintain than intra-domain ones. But that is an issue for
PSN tunneling protocols such as MPLS and L2TPv3 and is outside the
scope of PWES.

Security Considerations

The PW end-poi nt, PWdemnul tipl exi ng nechani sm and the payl oads of
the native service can all be vulnerable to attack. PWE3 should

| everage security nechani sns provided by the PWDenultiplexer or PSN
Layers. Such mechani sms SHOULD prot ect PW end-point and PW
Demul ti pl exer mechani sm from deni al - of -service (DoS) attacks and
spoofing of the native data units. Preventing unauthorized access to
PW end- poi nts and other network devices is generally effective

agai nst DoS attacks and spoofing, and can be part of protection
mechani sm  Protection nechani sns SHOULD al so address the spoofing of
tunnel ed PWdata. The validation of traffic addressed to the PW
Demul ti pl exer end-point is paranount in ensuring integrity of PW
encapsul ation. Security protocols such as | Psec [ RFC2401] can be
used.
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1. Introduction

Thi s docunent describes an architecture for Pseudo Wre Enul ation
Edge-t o- Edge (PWE3) in support of [RFC3916]. It discusses the

enul ati on of services such as Frane Relay, ATM Ethernet, TDM and
SONET/ SDH over packet sw tched networks (PSNs) using IP or MPLS. It
presents the architectural framework for pseudo wires (PW), defines
term nol ogy, and specifies the various protocol elenments and their
functions.

1.1. Pseudo Wre Definition

PWE3 is a mechanismthat enulates the essential attributes of a

t el econmuni cati ons service (such as a Tl leased Iine or Frane Rel ay)
over a PSN. PWE3 is intended to provide only the m ni mum necessary
functionality to emulate the wire with the required degree of

fai thful ness for the given service definition. Any required
switching functionality is the responsibility of a forwarder function
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(FWRD). Any translation or other operation needi ng know edge of the
payl oad senantics is carried out by native service processing (NSP)
el ements. The functional definition of any FWRD or NSP el enents is
out si de the scope of PWE3.

The required functions of PW include encapsul ating service-specific
bit streanms, cells, or PDUs arriving at an ingress port and carrying
them across an | P path or MPLS tunnel. |In sone cases it is necessary
to perform other operations such as managing their timng and order
to emul ate the behavi or and characteristics of the service to the
requi red degree of faithful ness.

From the perspective of Custoner Edge Equi pnent (CE), the PWis
characterized as an unshared link or circuit of the chosen service
In sone cases, there nay be deficiencies in the PWenul ati on that
impact the traffic carried over a PWand therefore linmt the
applicability of this technology. These Iimtations nmust be fully
described in the appropriate service-specific docunentation

For each service type, there will be one default node of operation
that all PEs offering that service type nust support. However,
optional nodes may be defined to inprove the faithful ness of the
enul ated service, if it can be clearly denonstrated that the

addi tional conplexity associated with the optional node is offset by
the value it offers to PWusers.

1.2. PWService Functionality

PW provide the following functions in order to enul ate the behavior
and characteristics of the native service

0 Encapsul ation of service-specific PDUs or circuit data arriving
at the PE-bound port (logical or physical).

0 Carriage of the encapsul ated data across a PSN tunnel

o Establishnment of the PW including the exchange and/ or
distribution of the PWidentifiers used by the PSN tunne
endpoi nt s.

o Managi ng the signaling, timng, order, or other aspects of the
service at the boundaries of the PW

0 Service-specific status and al ar m managenent .
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1.3. Non-CGoals of This Docunent
The following are non-goals for this docunent:

o The on-the-wire specification of PWencapsul ations.
0 The detailed definition of the protocols involved in PWsetup
and mai nt enance.

The followi ng are outside the scope of PWES3:

0 Any nulticast service not native to the emul ated medium Thus,
Et hernet transmission to a "nulticast" |EEE-48 address is in
scope, but multicast services such as MARS [ RFC2022] that are
i mpl emented on top of the medium are not.

0 Methods to signal or control the underlying PSN.

1.4. Term nol ogy

This docunent uses the following definitions of terns. These terns
are illustrated in context in Figure 2.

Attachnment Crcuit The physical or virtual circuit attaching

(AC a CEto a PE. An attachment Circuit may be, for
exanple, a Frane Relay DLCI, an ATM VPI/VClI, an
Et hernet port, a VLAN, a PPP connection on a
physical interface, a PPP session froman L2TP
tunnel, or an MPLS LSP. If both physical and
virtual ACs are of the same technol ogy (e.g.
both ATM both Ethernet, both Frane Relay), the
PWis said to provide "honbgeneous transport”;
otherwise, it is said to provide "heterogeneous
transport”.

CE- bound The traffic direction in which PWPDUs are
received on a PWvia the PSN, processed, and
then sent to the destination CE

CE Signaling Messages sent and received by the CE's contro
plane. It may be desirable or even necessary
for the PE to participate in or to monitor this
signaling in order to enulate the service
ef fectively.

Control Word (CW A four-octet header used in sonme encapsul ations
to carry per-packet information when the PSN is
MPLS.
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Cust oner Edge (CE)

For war der ( FWRD)

Fragnent ati on

Maxi mum Tr ansmni ssi on
unit (MTU)

Native Service
Processi ng (NSP)

Packet Sw t ched
Net wor k ( PSN)

PE- Bound

PE/ PW Mai nt enance

Pr ot ocol Data
Unit (PDU)

Provi der Edge (PE)

Pseudo Wre (PW
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A device where one end of a service originates
and/or termnates. The CEis not aware that it
is using an enul ated service rather than a
native service.

A PE subsystemthat selects the PWto use in
order to transnmit a payl oad received on an AC.

The action of dividing a single PDU into
multiple PDUs before transm ssion with the
intent of the original PDU being reassenbl ed

el sewhere in the network. Packets may undergo
fragmentation if they are larger than the MIU of
the network they will traverse.

The packet size (excluding data |ink header)
that an interface can transmt w thout needing
to fragnent.

Processing of the data received by the PE
fromthe CE before presentation to the PWfor
transm ssion across the core, or processing of
the data received froma PWby a PE before it is
output on the AC. NSP functionality is defined
by standards bodi es other than the | ETF, such as
| TU-T, ANSI, or ATM-.)

Wthin the context of PWE3, this is a
network using IP or MPLS as the mechani sm for
packet forwarding.

The traffic direction in which information from
a CE is adapted to a PW and PWPDUs are sent
into the PSN.

Used by the PEs to set up, mmintain, and tear
down the PW It nay be coupled with CE
Signaling in order to nanage the PWeffectively.

The unit of data output to, or received
from the network by a protocol |ayer.

A device that provides PW3 to a CE
A nmechanismthat carries the essential elenents

of an enul ated service fromone PE to one or
nore other PEs over a PSN.
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Pseudo Wre A mechani smthat enul ates the essentia

Enul ati on Edge to attributes of service (such as a Tl | eased
Edge (PWE3) line or Frane Relay) over a PSN

Pseudo Wre PDU A PDU sent on the PWthat contains all of

( PW PDU) the data and control information necessary to

emul ate the desired service

PSN Tunnel A tunnel across a PSN, inside which one or nore
PW can be carried

PSN Tunnel Used to set up, naintain, and tear down the
Si gnal i ng under | yi ng PSN tunnel
PW Denul ti pl exer Dat a- pl ane nmet hod of identifying a PW

term nating at a PE.

Ti re Donmi n Tinme Division Multiplexing. Frequently used
Mul tipl exi ng (TDM to refer to the synchronous bit streans at rates
defined by G 702

Tunnel A met hod of transparently carrying information
over a network.

2. PWE3 Applicability

The PSN carrying a PWwi ||l subject payl oad packets to | oss, delay,
del ay variation, and re-ordering. During a network transient there
may be a sustained period of inpaired service. The applicability of
PWE3 to a particular service depends on the sensitivity of that
service (or the CE inplenentation) to these effects, and on the
ability of the adaptation layer to mask them Sone services, such as
| P over FR over PWE3, may prove quite resilient to |P and MPLS PSN
characteristics. Oher services, such as the interconnection of PBX
systenms via PWE3, will require nore careful consideration of the PSN
and adaptation |ayer characteristics. In sonme instances, traffic
engi neering of the underlying PSN will be required, and in sone cases
the constraints may nmake the required service guarantees inpossible
to provide.

3. Protocol Layering Mde

The PWE3 protocol -layering nodel is intended to ninimze the

di fferences between PW operating over different PSN types. The
design of the protocol-layering nodel has the goals of making each PW
definition i ndependent of the underlying PSN, and of maxim zing the
reuse of | ETF protocol definitions and their inplenmentations.
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.1. Protocol Layers

The | ogi cal protocol -1ayering nodel required to support a PWis shown
in Figure 1.

o +
| Payl oad |
o m e e e e e e +
| Encapsul ati on | <==== nmay be enpty
o m e e e e e e e e meaao - +
| PW Denul ti pl exer |
o +
| PSN Conver gence | <==== nay be enpty
o m e e e e e e +
| PSN |
o m e e e e e e e e meaao - +
| Dat a- Li nk |
o +
| Physi cal |
o m e e e e e e +

Figure 1. Logical Protocol Layering Model

The payload is transported over the Encapsul ati on Layer. The
Encapsul ation Layer carries any information, not already present
within the payload itself, that is needed by the PW CE-bound PE
interface to send the payload to the CE via the physical interface.
If no further information is needed in the payload itself, this |ayer

is enpty.

The Encapsul ation Layer al so provides support for real-tine
processing, and if needed for sequencing.

The PW Denul tipl exer |ayer provides the ability to deliver multiple
PW over a single PSN tunnel. The PWdenultipl exer value used to
identify the PWin the data plane may be uni que per PE, but this is
not a PWE3 requirenent. It nust, however, be unique per tunne
endpoint. If it is necessary to identify a particular tunnel, then
that is the responsibility of the PSN | ayer

The PSN Convergence | ayer provides the enhancenments needed to nake
the PSN conformto the assuned PSN service requirenent. Therefore
this layer provides a consistent interface to the PW nmking the PW
i ndependent of the PSN type. |f the PSN already neets the service
requirenents, this layer is enpty.
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3.

3.

3.

2.

3.

3.

The PSN header, MAC/ Dat a-Link, and Physical Layer definitions are
out side the scope of this docunent. The PSN can be | Pv4, |Pv6, or
MPLS.

Domai n of PWE3

PWE3 defines the Encapsul ati on Layer, the nethod of carrying various
payl oad types, and the interface to the PWDemnultiplexer Layer. It
is expected that the other layers will be provided by tunneling

met hods such as L2TP or MPLS over the PSN

Payl oad Types

The payload is classified into the follow ng generic types of native
data units:

o Packet

o Cell

o Bit stream

o0 Structured bit stream

Wthin these generic types there are specific service types:

Ceneri c Payl oad Type PW Servi ce

Packet Et hernet (all types), HDLC franing
Frame Rel ay, ATM AAL5 PDU.

Cel | ATM

Bit stream Unstructured E1, T1, E3, T3.

Structured bit stream SONET/SDH (e.g., SPE, VT, NxDSO0)
1. Packet Payl oad

A packet payload is a variable-size data unit delivered to the PE via
the AC. A packet payload may be | arge conpared to the PSN MIU. The
delineation of the packet boundaries is encapsulation specific. HDLC
or Ethernet PDUs can be considered exanpl es of packet payl oads.
Typically, a packet will be stripped of transmi ssion overhead such as
HDLC fl ags and stuffing bits before transm ssion over the PW

A packet payl oad would normally be rel ayed across the PWas a single
unit. However, there will be cases where the conbi ned size of the
packet payload and its associ ated PWE3 and PSN headers exceeds the
PSN path MIU. In these cases, sone fragmentation nethodol ogy has to
be applied. This may, for exanple, be the case when a user provides
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the service and attaches to the service provider via Ethernet, or
when nested pseudo-wires are involved. Fragnmentation is discussed in
nore detail in section 5.3.

A packet payl oad may need sequencing and real -ti me support.

In sone situations, the packet payload may be selected fromthe
packets presented on the enulated wire on the basis of sone sub-

mul ti pl exi ng techni que. For exanple, one or nore Franme Rel ay PDUs
may be selected for transport over a particular pseudo wire based on
the Frame Rel ay Data-Link Connection Identifier (DLCl), or, in the
case of Ethernet payl oads, by using a suitable MAC bridge filter
This is a forwarder function, and this selection would therefore be
made before the packet was presented to the PWEncapsul ati on Layer

3.3.2. Cell Payl oad

A cell payload is created by capturing, transporting, and replaying
groups of octets presented on the wire in a fixed-size format. The
delineation of the group of bits that conprise the cell is specific
to the encapsul ation type. Two comon exanpl es of cell payl oads are
ATM 53-octet cells, and the larger 188-octet MPEG Transport Stream
packets [ DVB].

To reduce per-PSN packet overhead, nmultiple cells nay be concatenated
into a single payload. The Encapsul ation Layer may consider the

payl oad conplete on the expiry of a tiner, after a fixed nunber of
cells have been received or when a significant cell (e.g., an ATM QAM
cell) has been received. The benefit of concatenating nultiple PDUs
shoul d be wei ghed agai nst a possible increase in packet del ay
variation and the larger penalty incurred by packet loss. |n sone
cases, it may be appropriate for the Encapsul ation Layer to perform
sonme type of conpression, such as silence suppression or voice

conpr essi on.

The generic cell payload service will nornally need sequence nunber
support and nay al so need real -time support. The generic cel
payl oad service would not normally require fragnentation

The Encapsul ation Layer may apply sone form of conpression to some of
these sub-types (e.g., idle cells my be suppressed).

In sone instances, the cells to be incorporated in the payl oad nay be
selected by filtering themfromthe streamof cells presented on the
wire. For exanple, an ATM PWE3 service nay select cells based on
their VCI or VPI fields. This is a forwarder function, and the

sel ection would therefore be nmade before the packet was presented to
t he PW Encapsul ati on Layer.
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3.3.3. Bit Stream

A bit stream payload is created by capturing, transporting, and
replaying the bit pattern on the enmulated wire, wthout taking

advant age of any structure that, on inspection, may be visible within
the relayed traffic (i.e., the internal structure has no effect on
the fragnentation into packets).

In sone instances it is possible to apply suppression to bit streans.
For exanple, El1 and Tl send "all-ones" to indicate failure. This
condition can be detected w thout any know edge of the structure of
the bit stream and transm ssion of packetized can be data

suppr essed.

This service will require sequencing and real -ti ne support.
3.3.4. Structured Bit Stream

A structured bit stream payload is created by using sone know edge of
t he underlying structure of the bit streamto capture, transport, and
replay the bit pattern on the enulated wire.

Two i nmportant points distinguish structured and unstructured bit
streans:

o Some parts of the original bit streammay be stripped in the
PSN- bound direction by an NSP bl ock. For exanple, in
Structured SONET the section and |ine overhead (and possibly
nmore) nmay be stripped. A framer is required to enable such
stripping. It is also required for frane/ payload alignnment for
fractional T1/E1l applications.

o0 The PWnust preserve the structure across the PSN so that the
CE- bound NSP bl ock can insert it correctly into the
reconstructed unstructured bit stream The stri pped
i nformati on (such as SONET pointer justifications) may appear
in the encapsulation layer to facilitate this reconstitution

As an option, the Encapsul ation Layer may al so performsilence/idle
suppression or sinilar conpression on a structured bit stream

Structured bit streans are distinguished fromcells in that the
structures may be too long to be carried in a single packet. Note
that "short" structures are indistinguishable fromcells and nmay
benefit fromthe use of nmethods described in section 3.3.2.

This service requires sequencing and real -time support.
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3.3.5. Principle of MninumlIntervention

To mninze the scope of information, and to inprove the efficiency
of data flow through the Encapsul ati on Layer, the payl oad should be
transported as received, with as few nodifications as possible

[ RFC1958] .

This mnimumintervention approach decoupl es payl oad devel opnent from
PW devel opnment and requires fewer translations at the NSP in a system
with simlar CE interfaces at each end. It also prevents unwanted
side effects due to subtle misrepresentation of the payload in the
intermedi ate format.

An approach that does intervene can be nore wire efficient in sone
cases and may result in fewer translations at the NSP whereby the CE
interfaces are of different types. Any internediate format

ef fectively beconmes a new fram ng type, requiring docunmentation and
assured interoperability. This increases the anount of work for
handl i ng the protocol that the internediate format carries and is
undesi rabl e.

4. Architecture of Pseudo Wres

This section describes the PWE3 architectural nodel.
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4. 1.

Figure 2 illustrates the network reference nodel

PV .

Provi der

—_—_— s

Nati ve service

Fi gure 2.

- Enmul at ed Service
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Net wor k Ref er ence Model

for point-to-point

Pseudo Wre

PSN Tunnel -->| |

\Y

EO——

Edge 1 Provi der Edge 2

—_—_— s

Nati ve service

PWE3 Net wor k Ref erence Model

The two PEs (PEl1 and PE2) have to provide one or nore PW on behal f
of their client CEs (CEl and CE2) to enable the client CEs to

conmuni cate over the PSN.

A PSN tunnel is established to provide a

data path for the PW The PWtraffic is invisible to the core

network, and the core network is transparent to the CEs.

units (bits, cells,

Nati ve data

or packets) arrive via the AC, are encapsul ated

in a PWPDU, and are carried across the underlying network via the

PSN t unnel .

The PEs performthe necessary encapsul ation and

decapsul ati on of PWPDUs and handl e any other functions required by

t he PW servi ce,

4.2. PWE3 Pre-processing

such as sequencing or tinng.

Sonme applications have to performoperations on the native data units
received fromthe CE (including both payload and signaling traffic)

before they are transnmitted across the PWby the PE.
i ncl ude Ethernet bridging,
identifiers such as VCl/VPI,
These operations could be carried out
and the processed data could be sent to the PE

| ocal I y-significant
anot her service type.
ext ernal equi pnent,

Bryant & Pate

Exanpl es
transl ation of

or translation to
in

SONET cross-connect,
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over one or nore physical interfaces. |n nost cases, could be in
undert aki ng these operations within the PE provides cost and
operational benefits. Processed data is then presented to the PWvia
a virtual interface within the PE. These pre-processing operations
are included in the PWE3 reference nodel to provide a conmmobn
reference point, but the detail ed description of these operations is
out side the scope of the PWdefinition given here.

PW
End Service

| <------- Pseudo Wre ------ >

| | <-- PSN Tunnel -->

\Y \Y \Y \Y PW
+----- +---- 4+ +----+ End Service

Fome o + | PREP | PE1] | PE2| | Fome o +
| | | [ PM............. [---------- | |
| CEL |----| | | | | | | CE2 |
| A [ ..o PW. ... .......... [---------- | |
Ho---- + | | | | | ~ A +

| +----- +----+ +----+ | |

| A | |

| | _ |

| | <------- Enul ated Service ------- >|

| | |

| Virtual physical |

| termnation |

| A |

CEl native | CE2 native
service | service
|
CE2 native
service

Figure 3. Pre-processing within the PWE3 Network Reference Mdel

Figure 3 shows the interworking of one PE with pre-processing (PREP)
and a second without this functionality. This reference point
enphasi zes that the functional interface between PREP and the PWis
that represented by a physical interface carrying the service. This
effectively defines the necessary inter-working specification

The operation of a systemin which both PEs include PREP
functionality is al so support ed.
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The required pre-processing can be divided into two conponents:

o Forwarder (FWRD)
o Native Service Processing (NSP)

4,.2.1. Forwarders

Some applications have to forward payl oad el enents sel ectively from

one or nore ACs to one or nore PW. In such cases, there will also be

a need to performthe inverse function on PWE3-PDUs received by a PE
fromthe PSN. This is the function of the forwarder.

The forwarder selects the PWbased on, for exanple, the incom ng AC
the contents of the payload, or sonme statically and/or dynanically
configured forwarding information.

o e e e e e e e e e e e e e e e e e e e e m o +
| PE Device |
S T +
Single | | |
AC | | Si ngl e | PWInstance
<------ >0 For war der + PW | nst ance X<===========>
| | |
o m e o e e e e e e e e e e e e e e e e oo oo +
Figure 4a. Sinple Point-to-Point Service
o m e e e e m e e e e am o +
| PE Devi ce |
o m e o e e e e e e e e e e e e e e e e oo oo +
Mul tipl e| | Singl e | PWInstance
AC | + PW I nst ance X<===========>
<---e- >0 | |
| R R |
<------ >0 | Si ngl e | PWInstance
| For war der + PW | nst ance X<===========>
SSRREEE >0 | |
| R R RREEEEEE |
<e---- >0 | Singl e | PWInstance
| + PW I nst ance X<===========>
e >0 | |
o m e o e e e e e e e e e e e e e e e e oo oo +

Figure 4b. Miltiple ACto Miltiple PW Forwarding
Fi gure 4a shows a sinple forwarder that perfornms sone type of

filtering operation. Because the forwarder has a single input and a
single output interface, filtering is the only type of forwarding
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operation that applies. Figure 4b shows a nore general forwarding
situation where payl oads are extracted fromone or nore ACs and
directed to one or nore PW. In this case filtering, direction, and
combi nati on operati ons may be performed on the payl oads. For
exanple, if the AC were Frane Relay, the forwarder m ght perform
Franme Relay switching and the PWinstances nmight be the inter-swtch
I i nks.

4.2.2. Native Service Processing

Some applications required some formof data or address transl ation
or sone other operation requiring know edge of the semantics of the
payl oad. This is the function of the Native Service Processor (NSP)

The use of the NSP approach sinplifies the design of the PWby
restricting a PWto honogeneous operation. NSP is included in the
reference nodel to provide a defined interface to this functionality.
The specification of the various types of NSP is outside the scope of
PVES.

o m e e e ie e +
PE Devi ce |
Miltiplet-----mmoom oo +
AC | | Singl e | PWInstance
<------ >0 NSP # + PW I nst ance X<===========>
| | | |
|- | R R EEEEEEEE |
| | | Singl e | PWInstance
<------ >0 NSP #Forwarder + PW | nst ance X<===========>
| | | |
|- | R R EEEEEEEEE |
| | | Si ngl e | PWInstance
<------ >0 NSP # + PW | nst ance X<===========>
| | | |
o +

Figure 5. NSP in a Multiple ACto Miltiple PWForwardi ng PE

Figure 5 illustrates the relationship between NSP, forwarder, and PW
in a PE. The NSP function rmay apply any transformation operation
(rmodi fication, injection, etc.) on the payl oads as they pass between
the physical interface to the CE and the virtual interface to the
forwarder. These transformation operations will, of course, be
limted to those that have been inplenmented in the data path, and
that are enabled by the PE configuration. A PE device may contain
nmore t han one forwarder.
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This nodel al so supports the operation of a systemin which the NSP
functionality includes termnating the data-link, and the application
of Network Layer processing to the payl oad.

4. 3. Mai nt enance Ref erence Mde

Figure 6 illustrates the nmintenance reference nodel for PWs.
[ <------- CE (end-to-end) Signaling ------ >|
| | <---- PWPE Mintenance ----- >| |
| | | <-- PSN Tunnel -->| |
| | | Signal i ng | | |
| \% V (out of scope) V \% |
% enmnn + enmnn + v
+oe - + | PEL | | PE2 | +----- +
| [----- [ PW.............. [----- |
| CE1 | | | | | | CE2 |
| [----- [ PW2. ... [----- | |
+----- + | | | | +----- +
+-- o - + +-- o - +
Cust orrer Provi der Provi der Cust orrer
Edge 1 Edge 1 Edge 2 Edge 2

Figure 6. PWE3 Mi ntenance Reference Model
The foll owi ng signaling mechani sns are required

0 The CE (end-to-end) signaling is between the CEs. This
signaling could be Frane Rel ay PVC status signaling, ATM SVC
signaling, TDM CAS signaling, etc

0 The PWPE Maintenance is used between the PEs (or NSPs) to set
up, maintain, and tear down PWs, including any required
coordi nation of paraneters

0 The PSN Tunnel signaling controls the PWnultiplexing and sone
el ements of the underlying PSN. Exanples are L2TP contro
protocol, MPLS LDP, and RSVP-TE. The definition of the
i nformati on that PWE3 needs signaled is within the scope of
PWE3, but the signaling protocol itself is not.
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4.4, Protocol Stack Reference Mde

Figure 7 illustrates the protocol stack reference nodel for PW.
S + S +
| Emul at ed Service | | Emul at ed Service
| (e.g., TDM ATM |<==== Enul ated Service ===>|(e.g., TDM ATM |
e e e oo + e e e oo +
| Payl oad | | Payl oad |
| Encapsulation |<====== Pseudo Wre ======>| Encapsul ation
S + S +
| PW Denul tipl exer | | PW Denul tipl exer |
| PSN Tunnel , | <======= PSN Tunnel ======>| PSN Tunnel
| PSN & Physical | | PSN & Physi cal
| Layers | | Layers |
S f S + f S S +

| / \ |
+ / PSN \ +
\ /
\ /

Figure 7. PWE3 Protocol Stack Reference Mbdel

The PWprovides the CE with an enul ated physical or virtua

connection to its peer at the far end. Native service PDUs fromthe
CE are passed through an Encapsul ati on Layer at the sending PE and
then sent over the PSN. The receiving PE renoves the encapsul ation
and restores the payload to its native format for transmi ssion to the
destination CE

4.5, Pre-processing Extension to Protocol Stack Reference Mde
Figure 8 illustrates how the protocol stack reference nodel is
extended to include the provision of pre-processing (forwarding and

NSP). This shows the placenment of the physical interface relative to
the CE.
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/ \
H For war der H<----Pre-processing
[ L R /
H Native Service H | |
H Processing H | |
\ o |
| | | Enul ated |
| Service | | Service |
| Interface | | (TDM ATM |
| (TDM ATM | | Ethernet, | <== Emul ated Service ==
| Ethernet, | | Frane Rel ay,
| Frame Rel ay, | | etc.) |
| etc.) | R LR +
| | | Payl oad |
| | | Encapsul ation | <=== Pseudo Wre ======
| | B +
| | | PW Denul ti pl exer |
| | | PSN Tunnel, |
| | | PSN & Physical |<=== PSN Tunnel =======
| | | Header s |
oo oo + o e e oo +
| Physi cal | | Physi cal |
Fomm - Fom e e e - + Fomm - Fomm e e o +
| |
| |
| |
| |
| |
| |
To CE <---+ +---> To PSN

Figure 8. Protocol Stack Reference Mddel with Pre-processing
5. PWEncapsul ati on
The PW Encapsul ati on Layer provides the necessary infrastructure to
adapt the specific payload type being transported over the PWto the
PW Denul ti pl exer Layer used to carry the PWover the PSN
The PW Encapsul ati on Layer consists of three sub-layers:
o Payl oad Convergence
o Tining
0 Sequenci ng

The PW Encapsul ati on sub-layering and its context with the protoco
stack are shown in Figure 9.
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e +
| Payl oad |

/ \ <e----- Encapsul ati on
H Payl oad Conver gence H Layer

R H

H Ti m ng H

[ e e H

H Sequenci ng H

\ /

| PW Denul ti pl exer |

o e e e e e e m e e e +

| PSN Conver gence |
. +

| PSN |
T T +

| Dat a- Li nk |

o e e e e e e m e e e +

| Physi cal |
e +

Figure 9. PWE3 Encapsul ati on Layer in Context

The Payl oad Convergence sub-layer is highly tailored to the specific
payl oad type. However grouping a nunber of target payload types into
a generic class, and then providing a single convergence sub-I|ayer
type common to the group, reduces the nunber of payl oad convergence
sub-l ayer types. This decreases inplenentation conplexity. The
provi si on of per-packet signaling and ot her out-of-band information
(other than sequencing or timng) is undertaken by this |ayer

The Tining and Sequenci ng Layers provide generic services to the
Payl oad Convergence Layer for all payload types that require them

5.1. Payl oad Convergence Layer
5.1.1. Encapsul ation

The primary task of the Payl oad Convergence Layer is the

encapsul ation of the payload in PWPDUs. The native data units to be
encapsul ated may contain an L2 header or L1 overhead. This is
service specific. The Payl oad Convergence header carries the
additional information needed to replay the native data units at the
CE- bound physical interface. The PWDenultiplexer header is not

consi dered part of the PW header.
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Not all the additional information needed to replay the native data
units have to be carried in the PWheader of the PWPDUs. Sone
information (e.g., service type of a PW nay be stored as state
information at the destination PE during PWset up

5.1.2. PWE3 Channel Types

The PW Encapsul ati on Layer and its associated signaling require one
or nmore of the follow ng types of channels fromits underlying PW
Demul ti pl exer and PSN Layers (channel type 1 plus one or nore of
channel types 2 through 4):

1. Areliable control channel for signaling |ine events, status
i ndi cations, and, in exceptional cases, CE-CE events that nust be
translated and sent reliably between PEs. PWE3 nmay need this type
of control channel to provide faithful emulation of conplex data-
i nk protocol s.

2. A high-priority, unreliable, sequenced channel. A typical use is
for CE-to-CE signaling. "High priority" may sinply be indicated
via the DSCP bits for IP or the EXP bits for MPLS, giving the
packet priority during transit. This channel type could al so use
a bit in the tunnel header itself to indicate that packets
received at the PE should be processed with higher priority
[ RFC2474] .

3. A sequenced channel for data traffic that is sensitive to packet
reordering (one classification for use could be for any non-1P
traffic).

4. An unsequenced channel for data traffic insensitive to packet
or der.

The data channels (2, 3, and 4 above) should be carried "in band"
with one another to as nuch of a degree as is reasonably possible on
a PSN.

Where end-to-end connectivity may be di srupted by address translation

[ RFC3022], access-control lists, firewalls, etc., the control channe
may be able to pass traffic and setup the PW while the PWdata
traffic is bl ocked by one or nore of these mechanisnms. 1In these

cases unless the control channel is also carried "in band", the
signaling to set up the PWwill not confirmthe exi stence of an end-
to-end data path. |In some cases there is a need to synchronize CE
events with the data carried over a PW This is especially the case
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with TDMcircuits (e.g., the on-hook/off-hook events in PSTN sw tches
m ght be carried over a reliable control channel whereas the
associ ated bit streamis carried over a sequenced data channel).

PWE3 channel types that are not needed by the supported PW need not
be included in such an inplenentation.

5.1.3. Quality of Service Considerations

Where possible, it is desirable to enpl oy nechanisns to provide PW
Quality of Service (QS) support over PSNs.

5.2. Payl oad- | ndependent PW Encapsul ati on Layers

Two PWE3 Encapsul ation sub-layers provi de common services to al

payl oad types: Sequencing and Timng. These services are optiona
and are only used if a particular PWinstance needs them |If the
service is not needed, the associ ated header may be omitted in order
to conserve processing and network resources.

Sonetinmes a specific payload type will require transport with or

wi t hout sequence and/or real-tine support. For exanple, an invariant
of Frane Relay transport is the preservation of packet order. Some
Frame Rel ay applications expect delivery in order and may not cope
with reordering of the franes. However, where the Frane Rel ay
service is itself only being used to carry IP, it may be desirable to
relax this constraint to reduce per-packet processing cost.

The guiding principle is that, when possible, an existing | ETF
protocol should be used to provide these services. Wen a suitable
protocol is not avail able, the existing protocol should be extended
or nodified to nmeet the PWE3 requirements, thereby naking that
protocol available for other |ETF uses. |In the particular case of
timng, nore than one general nethod nmay be necessary to provide for
the full scope of payload timng requirenents.

5.2.1. Sequencing

The sequencing function provides three services: frame ordering,
franme duplication detection, and franme | oss detection. These
services allow the enul ation of the invariant properties of a
physical wire. Support for sequenci ng depends on the payl oad type
and nay be onitted if it is not needed.
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The size of the sequence-nunber space depends on the speed of the
emul ated service, and on the maxi mumtime of the transient conditions
in the PSN. A sequence nunber space greater than 2716 may therefore
be needed to prevent the sequence nunber space from w appi ng during
the transient.

5.2.1.1. Frane Odering

When packets carrying the PWPDUs traverse a PSN, they may arrive out
of order at the destination PE. For some services, the franes
(control franes, data franes, or both) nust be delivered in order

For these services, sone nechani sm nust be provided for ensuring in-
order delivery. Providing a sequence nunber in the sequence sub-

| ayer header for each packet is one possible approach

Alternatively, it can be noted that sequencing is a subset of the
probl em of delivering timed packets, and that a single conbined
mechani sm such as [ RFC3550] may be enpl oyed.

There are two possible msordering strategies:

o0 Drop nisordered PW PDUs.

o Try to sort PWPDUs into the correct order
The choice of strategy will depend on

o how critical the | oss of packets is to the operation of the PW
(e.g., the acceptable bit error rate),

0 the speeds of the PWand PSN

0 the acceptable delay (as delay nust be introduced to reorder),
and

0 the expected incidence of msordering.
5.2.1.2. Frane Duplication Detection

In rare cases, packets traversing a PWnmay be duplicated by the
underlying PSN. For sone services, frame duplication is not
acceptable. For these services, sone nechani smnust be provided to
ensure that duplicated franes will not be delivered to the
destination CE. The nechani smnmay be the sane as that used to ensure
in-order frame delivery.

Bryant & Pate St andards Track [ Page 22]



RFC 3985 PWE3 Architecture March 2005

5.2.1.3. Frane Loss Detection

A destination PE can determ ne whether a frame has been | ost by
tracki ng the sequence nunbers of the PWPDUs received.

In sone instances, if a PWPDU fails to arrive within a certain tine,
a destination PE will have to presune that it is lost. |If a PWPDU
that has been processed as | ost subsequently arrives, the destination
PE nust discard it.

5.2.2. Timng

A nunber of native services have timnng expectations based on the
characteristics of the networks they were designed to travel over
The emul ated service may have to duplicate these network
characteristics as closely as possible: e.g., in delivering native
traffic with bitrate, jitter, wander, and delay characteristics
simlar to those received at the sendi ng PE

In such cases, the receiving PE has to play out the native traffic as
it was received at the sending PE. This relies on tining information
either sent between the two PEs, or in sone cases received from an
external reference

Therefore, Timng Sub-layer nust support two timng functions: clock
recovery and tined payload delivery. A particular payload type may
require either or both of these services.

5.2.2.1. dock Recovery

O ock recovery is the extraction of output transmission bit tining
information fromthe delivered packet stream and it requires a

sui tabl e nechanism A physical wire carries the tining infornmation
natively, but extracting timng froma highly jittered source, such
as packet stream is a relatively conplex task. Therefore, it is
desirable that an existing real-tine protocol such as [ RFC3550] be
used for this purpose, unless it can be shown that this is unsuitable
or unnecessary for a particular payload type.

5.2.2.2. Tined Delivery

Tinmed delivery is the delivery of non-contiguous PWPDUs to the PW
output interface with a constant phase relative to the input
interface. The tining of the delivery nay be relative to a clock
derived fromthe packet streamreceived over the PSN cl ock recovery,
or to an external clock.
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5.3. Fragnentation

I deally, a payl oad would be relayed across the PWas a single unit.
However, there will be cases where the conbi ned size of the payl oad
and its associ ated PWE3 and PSN headers will exceed the PSN path MU
When a packet size exceeds the MIU of a given network, fragnmentation
and reassenbly have to be perforned for the packet to be delivered.
Since fragnmentation and reassenbly generally consume consi derabl e
networ k resources, as conpared to sinply switching a packet inits
entirety, the need for fragnentation and reassenbly throughout a
networ k should be reduced or elimnated to the extent possible. O
particul ar concern for fragnmentation and reassenbly are aggregation
poi nts where | arge nunbers of PW are processed (e.g., at the PE)

I deal ly, the equipnent originating the traffic sent over the PWwi |l
have adaptive nmeasures in place (e.g., [RFC1191], [RFC1981]) that
ensure that packets needing to be fragnented are not sent. Wen this
fails, the point closest to the sending host with fragnentation and
reassenbly capabilities should attenpt to reduce the size of packets
to satisfy the PSN MIU. Thus, in the reference nodel for PWE3
(Figure 3), fragmentation should first be perfornmed at the CE if
possible. Only if the CE cannot adhere to an acceptable MIU size for
the PWshould the PE attenpt its own fragnmentation mnethod.

In cases where MIU managenent fails to limt the payload to a size
suitable for transm ssion of the PW the PE may fall back to either a
generic PWfragnentation method or, if available, the fragnentation
service of the underlying PSN

It is acceptable for a PE inplenentation not to support
fragmentation. A PE that does not will drop packets that exceed the
PSN MIU, and the nmanagenent plane of the encapsul ati ng PE nay be
notified.

If the length of a L2/L1 frame, restored froma PWPDU, exceeds the
MIU of the destination AC, it nust be dropped. 1In this case, the
managenent plane of the destination PE nay be notified.

5.4. Instantiation of the Protocol Layers
Thi s docunent does not address the detailed mapping of the Protoco
Layering nodel to existing or future | ETF standards. The

instantiation of the | ogical Protocol Layering nodel is shown in
Fi gure 9.
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5.4.1. PWE3 over an | P PSN

The protocol definition of PWE3 over an | P PSN shoul d enpl oy existing
| ETF protocol s where possible.

i + o e e e e e e e e oo +
| Payl oad [------------- >| Raw payl oad if possible

/ \ R +
H Payl oad Convergence H---------- +->| Fl ags, seq #, etc
Ho-oeeemmme e oo - - H / L +
H Ti m ng H-------- [--->| RTP |
Ho--emmmm e e - - - - H / e + |
H Sequenci ng H----one of |

\ / \ | Fommee - +
| PWDenultiplexer [--------- +--->] L2TP, MPLS, etc.

o e e e e e e e ea oo + Fom e e e e e e e e e mea oo +
| PSN Convergence [------------- >| Not needed
i + o e e e e e e e e oo +
| PSN [------------- >| I P |
Fom e e e ek + o e e e e e aa oo +
| Dat a- Li nk [------------- >| Dat a- | i nk |
o e e e e e e e ea oo + Fom e e e e e e e e e mea oo +
| Physi cal [------------- >| Physi cal
i + o e e e e e e e e oo +

Fi gure 10. PWE3 over an | P PSN

Fi gure 10 shows the protocol |ayering for PWE3 over an IP PSN. As a
rul e, the payl oad should be carried as received fromthe NSP, wth

t he Payl oad Convergence Layer provi ded when needed. However, in
certain circunstances it nay be justifiable to transnit the payl oad
in sone processed form The reasons for this nust be docunented in
the Encapsul ation Layer definition for that payload type.

VWhere appropriate, explicit timng is provided by RTP [ RFC3550],

whi ch, when used, al so provides a sequencing service. Wen the PSN
is UDP/I P, the RTP header follows the UDP header and precedes the PW
control field. For all other cases the RTP header follows the PW
control header.

The encapsul ation layer may additionally carry a sequence nunber

Sequencing is to be provided either by RTP or by the PWencapsul ati on
| ayer, but not by both.
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PWDenultiplexing is provided by the PWI abel, which nay take the
formspecified in a nunber of |ETF protocols; e.g., an MPLS | abe
[MPLSIP], an L2TP session |ID [RFC3931], or a UDP port nunber

[ RFC768]. Wien PW are carried over | P, the PSN Convergence Layer
wi |l not be needed.

As a special case, if the PWDemultiplexer is an MPLS | abel, the
protocol architecture of section 5.4.2 can be used instead of the
protocol architecture of this section

5.4.2. PWE3 over an MPLS PSN
The MPLS ethos places inportance on wire efficiency. By using a

control word, some conponents of the PWE3 protocol |ayers can be
conpressed to increase this efficiency.

e e e e e e e e o +

| Payl oad |

/ \

H Payl oad Convergence H -+

[ R R H | e +
H Ti m ng H-------- >| RTP |
[ R T H | R e +
H Sequenci ng H-+------ >| Flags, Frag, Len, Seq #, etc

\ /] b e T +
| PWDenultiplexer [--------- >| PW Label |
T Ty + e +
| PSN Convergence |--+ +--->| Quter Label or MPLS-in-1P encap

o + | e +
| PSN [----- +

S +

| Dat a- Li nk |

T +

| Physi cal |

e e e e e e e e o +

Figure 11. PWE3 over an MPLS PSN Using a Control Wrd

Fi gure 11 shows the protocol layering for PWE3 over an MPLS PSN. An
i nner MPLS | abel is used to provide the PWdernultipl exing function

A control word is used to carry nost of the information needed by the
PWE3 Encapsul ation Layer and the PSN Convergence Layer in a conpact
format. The flags in the control word provide the necessary payl oad
convergence. A sequence field provides support for both in-order

payl oad delivery and a PSN fragnentation service within the PSN
Conver gence Layer (supported by a fragnentation control nethod).

Et hernet pads all frames to a mninumsize of 64 bytes. The MPLS
header does not include a length indicator. Therefore, to allow PWE3
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to be carried in MPLS to pass correctly over an Ethernet data-link, a
I ength correction field is needed in the control word. As with an IP
PSN, where appropriate, timng is provided by RTP [ RFC3550].

In sone networks, it may be necessary to carry PWE3 over MPLS over

IP. In these circunstances, the PWis encapsul ated for carriage over
MPLS as described in this section, and then a nethod of carrying MPLS
over an | P PSN (such as GRE [ RFC2784], [RFC2890]) is applied to the
resul tant PW PDU.

5.4.3. PW 1 P Packet Discrimnation

For MPLS PSNs, there is an additional constraint on the PW packet
format. Sone | abel switched routers detect |P packets based on the
initial four bits of the packet content. To facilitate proper
functioning, these bits in PWpackets nmust not be the sane as an IP
versi on nunber in current use.

6. PWDenultiplexer Layer and PSN Requiremnents

PWE3 pl aces three service requirements on the protocol |ayers used to
carry it across the PSN

o Multiplexing
o Fragnentation
0 Length and Delivery

6.1. Miltiplexing

The purpose of the PWDenultiplexer Layer is to allow nultiple PW to
be carried in a single tunnel. This nminimzes conplexity and
conserves resources.

Some types of native service are capable of grouping multiple
circuits into a "trunk”; e.g., multiple ATMVCs in a VP, nmultiple

Et hernet VLANs on a physical nedia, or nultiple DSO services within a
Tl or E1. A PWnmy interconnect two end-trunks. That trunk woul d
have a single multiplexing identifier.

When a MPLS |l abel is used as a PWDemul tiplexer, setting of the TTL
val ue [ RFC3032] in the PWIlabel is application specific.
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6.2. Fragnmentation

If the PSN provides a fragnentation and reassenbly service of
adequate performance, it may be used to obtain an effective MIU t hat
is large enough to transport the PWPDUs. See section 5.3 for a ful
di scussi on of the PWfragnentation issues.

6.3. Length and Delivery
PDU delivery to the egress PE is the function of the PSN Layer.

If the underlying PSN does not provide all the information necessary
to determine the length of a PWPDU, the Encapsul ati on Layer nust
provide it.

6. 4. PW PDU Val i dati on

It is a comopn practice to use an error detection nechani smsuch as a
CRC or simlar mechanismto ensure end-to-end integrity of franes.
The PW service-specific mechani sms nust define whether the packet’s
checksum shal | be preserved across the PWor be renoved from PE-bound
PDUs and then be recal culated for insertion in CE-bound data.

The forner approach saves work, whereas the latter saves bandw dth.
For a given inplenentation, the choice nay be dictated by hardware
restrictions, which may not allow the preservation of the checksum

For protocols such as ATM and FR, the scope of the checksumis
restricted to a single link. This is because the circuit identifiers
(e.g., FR DLCI or ATMVPI/VCI) only have local significance and are
changed on each hop or span. |If the circuit identifier (and thus
checksun) were going to change as part of the PWenulation, it would
be nore efficient to strip and recal cul ate the checksum

The service-specific docunment for each protocol nust describe the
val i dati on scheme to be used.

6.5. Congestion Considerations

The PSN carrying the PWnmay be subject to congestion. The congestion
characteristics will vary with the PSN type, the network architecture
and configuration, and the | oadi ng of the PSN

If the traffic carried over the PWis known to be TCP friendly (by,
for exanple, packet inspection), packet discard in the PSN wi ||l
trigger the necessary reduction in offered | oad, and no additiona
congesti on avoi dance action i s necessary.
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7.

7.

If the PWis operating over a PSN that provides enhanced delivery,
the PEs shoul d nonitor packet |oss to ensure that the requested
service is actually being delivered. If it is not, then the PE
shoul d assunme that the PSN is providing a best-effort service and
shoul d use the best-effort service congestion avoi dance neasures
descri bed bel ow

If best-effort service is being used and the traffic is not known to
be TCP friendly, the PEs should nonitor packet |oss to ensure that
the loss rate is within acceptable paraneters. Packet loss is

consi dered acceptable if a TCP fl ow across the same network path and
experiencing the sane network conditions woul d achi eve an average

t hroughput, neasured on a reasonable tinmescale, not |ess than that
which the PWflow is achieving. This condition can be satisfied by
inplenenting a rate-limting measure in the NSP, or by shutting down
one or nore PW. The choice of which approach to use depends upon
the type of traffic being carried. Were congestion is avoided by
shutting down a PW a suitabl e nechani sm nust be provided to prevent
it fromimediately returning to service and causing a series of
congestion pul ses.

The conparison to TCP cannot be specified exactly but is intended as
an "order-of -magni tude” conparison in tinmescale and throughput. The
timescal e on which TCP throughput is neasured is the round-trip tine
of the connection. 1In essence, this requirenent states that it is
not acceptable to deploy an application (using PWE3 or any other
transport protocol) on the best-effort Internet, which consunes
bandwi dth arbitrarily and does not conpete fairly with TCP within an
order of magnitude. One nethod of determ ning an acceptable PW
bandwi dth is described in [ RFC3448].

Control Pl ane
This section describes PW3 control plane services.
1. Setup or Teardown of Pseudo Wres

A PWnust be set up before an enul ated service can be established and
nmust be torn down when an enul ated service is no | onger needed.

Setup or teardown of a PWcan be triggered by an operator command,
fromthe managenent plane of a PE, by signaling set-up or teardown of
an AC (e.g., an ATM SVC), or by an auto-discovery nmechani sm

During the setup process, the PEs have to exchange information (e.g.
| earn each other’s capabilities). The tunnel signaling protocol may
be extended to provide nechani sns that enable the PEs to exchange al
necessary infornmation on behalf of the PW
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Manual configuration of PW can be considered a special kind of
signaling and is all owed.

7.2. Status Mnitoring

Sonme native services have nechani sns for status nonitoring. For
exanpl e, ATM supports OAM for this purpose. For these services, the
correspondi ng emul ated services nust specify how to perform status
noni t ori ng.

7.3. Notification of Pseudo Wre Status Changes
7.3.1. Pseudo Wre Up/Down Notification

If a native service requires bi-directional connectivity, the
correspondi ng emul ated service can only be signal ed as bei ng up when
the PWand PSN tunnels (if used), are functional in both directions.

Because the two CEs of an enul ated service are not adjacent, a
failure may occur at a place so that one or both physical |inks
between the CEs and PEs remain up. For exanple, in Figure 2, if the
physical link between CE1l and PE1 fails, the physical |ink between
CE2 and PE2 will not be affected and will remain up. Unless CE2 is
notified about the renote failure, it will continue to send traffic
over the enul ated service to CEL. Such traffic will be discarded at
PE1. Sone native services have failure notification so that when the
services fail, both CEs will be notified. For these native services
the correspondi ng PWE3 service nust provide a failure notification
mechani sm

Simlarly, if a native service has notification nechanisns so that

all the affected services will change status from "Down" to "Up" when
a network failure is fixed, the correspondi ng erul ated servi ce nust
provide a simlar nechani smfor doing so

These nechani sns may already be built into the tunneling protocol
For exanple, the L2TP control protocol [RFC2661] [RFC3931] has this
capability, and LDP has the ability to withdraw the corresponding
MPLS | abel

7.3.2. M sconnection and Payl oad Type M smatch
Wth PWE3, mi sconnection and payl oad type m snatch can occur
M sconnection can breach the integrity of the system Payl oad

nm smat ch can di srupt the customer network. |In both instances, there
are security and operational concerns.
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The services of the underlying tunneling nechanismand its associ ated
control protocol can be used to mitigate this. As part of the PW
setup, a PWTYPE identifier is exchanged. This is then used by the
forwarder and the NSP to verify the conpatibility of the ACs.

7.3.3. Packet Loss, Corruption, and Qut-of-Oder Delivery

A PWcan incur packet loss, corruption, and out-of-order delivery on
the PSN path between the PEs. This can affect the working condition
of an emul ated service. For sonme payl oad types, packet | oss,
corruption, and out-of-order delivery can be mapped either to a bit
error burst, or to loss of carrier on the PW |If a native service
has sone mechanismto deal with bit error, the correspondi ng PWE3
servi ce should provide a sinilar mechani sm

7.3.4. Oher Status Notification

A PWE3 approach may provide a nechani sm for other status
notifications, if any are needed.

7.3.5. Collective Status Notification

The status of a group of enul ated services may be affected
identically by a single network incident. For exanple, when the

physical link (or sub-network) between a CE and a PE fails, all the
emul ated services that go through that Iink (or sub-network) will
fail. It is likely that a group of enulated services all terminate

at a remote CE. There may also be nultiple such CEs affected by the
failure. Therefore, it is desirable that a single notification
message be used to notify failure of the whole group of enul ated
services

A PWE3 approach may provide a nmechani smfor notifying status changes
of a group of emulated circuits. One possible nmethod is to associate
each enul ated service with a group ID when the PWfor that enul ated
service is set up. Miltiple enulated services can then be grouped by
associating themwith the same group ID. |In status notification

this group I D can be used to refer all the enulated services in that
group. The group I D nmechani sm should be a nechani sm provi ded by the
underlying tunnel signaling protocol

7.4. Keep-Alive
If a native service has a keep-alive nmechanism the correspondi ng
enul ated service nust provide a mechanismto propagate it across the

PW Transparently transporting keep-alive nmessages over the PWwoul d
follow the principle of mnimumintervention. However, to reproduce
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the senantics of the native nechani smaccurately, sone PW nay
requi re an alternative approach, such as piggy-backing on the PW
si gnal i ng nechani sm

7.5. Handling Control Messages of the Native Services

Some native services use control nessages for circuit naintenance
These control nessages nmay be in-band (e.g., Ethernet flow control
ATM per f or mance managenent, or TDM tone signaling) or out-of-band,
(e.g., the signaling VC of an ATM VP, or TDM CCS si gnal i ng).

G ven the principle of mninumintervention, it is desirable that the
PEs participate as little as possible in the signaling and

mai nt enance of the native services. This principle should not,
however, override the need to enulate the native service
satisfactorily.

If control nmessages are passed through, it nmay be desirable to send
them by using either a higher priority or a reliable channel provided
by the PWDenultiplexer layer. See Section 5.1.2, PWE3 Channe

Types.

8. Managenent and Mnitoring

This section describes the nanagenent and nonitoring architecture for
PWVE3.

8.1. Status and Statistics

The PE should report the status of the interface and tabul ate
statistics that help nonitor the state of the network and help
measure service-level agreenents (SLAs). Typical counters include
the foll ow ng:

0 Counts of PWPDUs sent and received, with and wi thout errors.

o0 Counts of sequenced PWPDUs | ost.

0 Counts of service PDUs sent and received over the PSN, with and
wi t hout errors (non-TDM.

0 Service-specific interface counts.

0 One-way del ay and del ay variation

These counters would be contained in a PWspecific MB, and they
shoul d not replicate existing MB counters.
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8.2. PWSNW MB Architecture

This section describes the general architecture for SNMP M Bs used to
manage PWservices and the underlying PSN. The intent here is to
provide a clear picture of how all the pertinent MBs fit together to
form a cohesi ve managenent framework for depl oyi ng PWE3 servi ces.
Note that the nanmes of M B nodul es used bel ow are suggesti ons and do
not necessarily require that the actual nodul es used to realize the
conponents in the architecture be naned exactly so

8.2.1. MB Layering

The SNWP M Bs created for PWE3 should fit the architecture shown in
Figure 12. The architecture provides a |l ayered nodul ar nodel into
whi ch any supported enul ated service can be connected to any
supported PSN type. This nodel fosters reuse of as mnuch
functionality as possible. For instance, the emul ated service | ayer
M B nodul es do not redefine the existing enulated service M B nodul e
rather, they only associate it with the pseudo wires used to carry
the emul ated service over the configured PSN. In this way, the PWE3
M B architecture follows the overall PWE3 architecture.

The architecture does allow for the joining of unsupported emnul at ed
service or PSN types by sinply defining additional MB nodules to
associ ate new types with existing ones. These new nodul es can
subsequently be standardized. Note that there is a separate MB
nodul e for each enul ated service, as well as one for each underlying
PSN. These M B nodul es may be used in various conbinations as
needed.
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Native
Service MBs
+-----|- ----- + +-----|- ----- + +-----|- ----- +
Service | CEP | | Ethernet | | ATM |
Layer | Service MB| |Service MB| ... |Service MB|
S + o Fommm e + S +
\ | /
\ | /
\ | /
o s e m e e e e e e e e e e e e e e e e e e e e o - o +
Ceneric PW| Ceneric PWM Bs
Layer B I I I +
/ \
/ \
/ \
ook + o e e +
PSN VC | L2TP VC M B(s) | | MPLS VC M B(s) |
Layer R + R +
| |
Native R + R +
PSN | L2TP M B(s) | | MPLS M B(s) |
M Bs S + S +

Figure 12. MB Mdul e Layering Rel ationship
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Fi gure 13 shows an exanple for a SONET PWcarried over MPLS Traffic
Engi neering Tunnel and an LDP-signal ed LSP.

B +
| SONET M B | RFC3592
S +
|
Y™™ +
Servi ce | Grcuit Emulation Service M B]
Layer e +
_____________|_____________
S +
Ceneric PW | Generic PWMB |
Layer R +
B +
PSN VC | MPLS VC M Bs |
Layer R LR EEE LT +
| |
dommemeeeaaaaaa + emmemeeeeaeeiaaas +
| MPLS-TE-STD-MB | | MPLS-LSR-STD-MB |
B B R +

Figure 13. SONET PWover MPLS PSN Service-Specific Exanpl e
8.2.2. Service Layer M B Mdul es

This conceptual layer in the nodel contains M B nodul es used to
represent the relationship between enul ated PWE3 services such as

Et hernet, ATM or Frane Relay and the pseudo-wire used to carry that
service across the PSN. This layer contains corresponding MB
nmodul es used to nmate or adapt those enul ated services to the generic
pseudo-wire representation these are represented in the "Generic PW
M B* functional block in Figure 13 above. This working group should
not produce any M B nodul es for nmanagi ng the general service; rather
it should produce just those nodul es used to interface or adapt the
enul ated service onto the PWE3 nmanagenent framework as shown above
For exanple, the standard SONET-M B [ RFC3592] is designed and

mai nt ai ned by another working group. The SONET-M B is designed to
manage the native service w thout PWenulation. However, the PWE3
wor king group is chartered to produce standards that show how to
enul ate existing technol ogi es such as SONET/ SDH over pseudo-w res
rather than reinvent those nodul es.
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8.2.3. Generic PWM B Mdul es

The middle layer in the architecture is referred to as the Generic PW
Layer. MBs in this layer are responsible for providing pseudo-wre
specific counters and service nodels used for nonitoring and
configuration of PWE3 services over any supported PSN service. That
is, this layer provides a general nodel of PWE3 abstraction for
managenent purposes. This MB is used to interconnect the MB
nmodul es residing in the Service Layer to the PSN VC Layer M Bs (see
section 8.2.4).

8.2.4. PSN VC Layer M B Modul es

The third layer in the PWE3 managenent architecture is referred to as
the PSN VC Layer. It is conposed of MBs that are specifically
designed to associ ate pseudo-wires onto those underlying PSN
transport technol ogies that carry the pseudo-w re payl oads across the
PSN. In general, this neans that the M B nodul e provi des a nappi ng
bet ween the enul ated service that is nmapped to the pseudo-wire via
the Service Layer and the Generic PWM B Layer onto the native PSN
service. For exanple, in the case of MPLS, for exanple, it is
required that the general VC service be mapped into MPLS LSPs via the
MPLS- LSR- STD-M B [ RFC3813] or Traffic-Engi neered (TE) Tunnels via the
MPLS- TE- STD-M B [ RFC3812]. In addition, the MPLS-LDP-STD-M B

[ RFC3815] nay be used to reveal the MPLS | abels that are distributed
over the MPLS PSN in order to nmaintain the PWservice. As with the
nati ve service M B nodul es described earlier, the MB nodul es used to
manage the native PSN services are produced by other working groups
that design and specify the native PSN services. These MBs should
contain the appropriate nmechanisns for nonitoring and configuring the
PSN service that the enul ated PWE3 service will function correctly.

8.3. Connection Verification and Traceroute

A connection verification mechani sm should be supported by PW.
Connection verification and other al arm nmechani sns can alert the
operator that a PWhas lost its renpte connection. The opaque nature
of a PWneans that it is not possible to specify a generic connection
verification or traceroute nechanismthat passes this status to the
CEs over the PW If connection verification status of the PWis
needed by the CE, it must be mapped to the native connection status
nmet hod.

For troubl eshooting purposes, it is sonetines desirable to know the
exact functional path of a PWbetween PEs. This is provided by the
traceroute service of the underlying PSN. The opaque nature of the
PWneans that this traceroute information is only available within
the provider network; e.g., at the PEs.
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9.

10.

| ANA Consi der ati ons

| ANA considerations will be identified in the PWE3 docunents that
define the PWE3 encapsul ati on, control, and managenent protocols.

Security Considerations

PWE3 provides no neans of protecting the integrity, confidentiality,
or delivery of the native data units. The use of PWE3 can therefore
expose a particular environnent to additional security threats.
Assunptions that mght be appropriate when all comunicating systens
are interconnected via a point-to-point or circuit-swtched network
may no | onger hold when they are interconnected with an enulated wire

carried over sone types of PSN. It is outside the scope of this
specification to fully analyze and review the risks of PWE3,
particularly as these risks will depend on the PSN. An exanple

shoul d make the concern clear. A nunber of |ETF standards enpl oy
relatively weak security nechani sns when comuni cati ng nodes are
expected to be connected to the sane |local area network. The Virtua
Rout er Redundancy Protocol [RFC3768] is one instance. The relatively
weak security mechani snms represent a greater vulnerability in an
enul at ed Ethernet connected via a PW

Exploitation of vulnerabilities fromw thin the PSN nmay be directed
to the PW Tunnel end point so that PWDenul tiplexer and PSN tunne
services are disrupted. Controlling PSN access to the PW Tunnel end
point is one way to protect against this. By restricting PW Tunne
end point access to legitimate renote PE sources of traffic, the PE
may reject traffic that would interfere with the PW Denul tipl exi ng
and PSN tunnel services.

Protecti on mechani sms nust al so address the spoofing of tunneled PW
data. The validation of traffic addressed to the PWDenul tipl exer
end-point is paranpunt in ensuring integrity of PWencapsul ation
Security protocols such as | PSec [ RFC2401] nmay be used by the PW
Denmul ti pl exer Layer in order provide authentication and data
integrity of the data between the PW Denul ti pl exer End-points.

| PSec may provide authentication, integrity, and confidentiality, of
data transferred between two PEs. It cannot provide the equival ent
services to the native service

Based on the type of data being transferred, the PWnay indicate to
the PWDenul tipl exer Layer that enhanced security services are
required. The PWDenultiplexer Layer may define nultiple protection
profiles based on the requirements of the PWenul ated service. CE-
to-CE signaling and control events enul ated by the PWand sone data
types nay require additional protection nechanisns. Alternatively,
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11.

12.

12.

the PW Denul tipl exer Layer nay use peer authentication for every PSN
packet to prevent spoofed native data units from being sent to the
destination CE.

The unlimted transformation capability of the NSP may be perceived
as a security risk. In practice the type of operation that the NSP
may performwill be limted to those that have been inplenented in
the data path. A PE designed and nanaged to best current practice
wi Il have controls in place that protect and validate its
configuration, and these will be sufficient to ensure that the NSP
behaves as expect ed.
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1.

Introduction

In [FRAME], [ATM], [PPPHDLC], and [ETH], it is explained how to
encapsulate a Layer 2 Protocol Data Unit (PDU) for transmission over
an MPLS-enabled network. Those documents specify that a "pseudowire
header™, consisting of a demultiplexor field, will be prepended to
the encapsulated PDU. The pseudowire demultiplexor field is
prepended before transmitting a packet on a pseudowire. When the
packet arrives at the remote endpoint of the pseudowire, the
demultiplexor is what enables the receiver to identify the particular
pseudowire on which the packet has arrived. To transmit the packet
from one pseudowire endpoint to another, the packet may need to
travel through a "Packet Switched Network (PSN) tunnel'; this will
require that an additional header be prepended to the packet.

Accompanying documents [CEP, SAToP] specify methods for transporting
time-division multiplexing (TDM) digital signals (TDM circuit
emulation) over a packet-oriented MPLS-enabled network. The
transmission system for circuit-oriented TDM signals is the
Synchronous Optical Network (SONET)[SDH]/Synchronous Digital
Hierarchy (SDH) [ITUG]. To support TDM traffic, which includes
voice, data, and private leased-line service, the pseudowires must
emulate the circuit characteristics of SONET/SDH payloads. The TDM
signals and payloads are encapsulated for transmission over
pseudowires. A pseudowire demultiplexor and a PSN tunnel header is
prepended to this encapsulation.

[SAToP] describes methods for transporting low-rate time-division
multiplexing (TDM) digital signals (TDM circuit emulation) over PSNs,
while [CEP] similarly describes transport of high-rate TDM
(SONET/SDH) . To support TDM traffic, the pseudowires must emulate
the circuit characteristics of the original T1, E1, T3, E3, SONET, or
SDH signals. [SAToP] does this by encapsulating an arbitrary but
constant amount of the TDM data in each packet, and the other methods
encapsulate TDM structures.

In this document, we specify the use of the MPLS Label Distribution
Protocol, LDP [RFC3036], as a protocol for setting up and maintaining
the pseudowires. In particular, we define new TLVs, FEC elements,
parameters, and codes for LDP, which enable LDP to identify
pseudowires and to signal attributes of pseudowires. We specify how
a pseudowire endpoint uses these TLVs in LDP to bind a demultiplexor
field value to a pseudowire, and how it informs the remote endpoint
of the binding. We also specify procedures for reporting pseudowire
status changes, for passing additional information about the
pseudowire as needed, and for releasing the bindings.
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In the protocol specified herein, the pseudowire demultiplexor field
is an MPLS label. Thus, the packets that are transmitted from one
end of the pseudowire to the other are MPLS packets, which must be
transmitted through an MPLS tunnel. However, if the pseudowire
endpoints are immediately adjacent and penultimate hop popping
behavior is in use, the MPLS tunnel may not be necessary. Any sort
of PSN tunnel can be used, as long as it is possible to transmit MPLS
packets through it. The PSN tunnel can itself be an MPLS LSP, or any
other sort of tunnel that can carry MPLS packets. Procedures for
setting up and maintaining the MPLS tunnels are outside the scope of
this document.

This document deals only with the setup and maintenance of point-to-
point pseudowires. Neither point-to-multipoint nor multipoint-to-
point pseudowires are discussed.

QoS-related issues are not discussed in this document. The following
two Figures describe the reference models that are derived from
[RFC3985] to support the PW emulated services.

|<-—-----—--- Emulated Service ---————--———————- >|
| |
| |<-—————-—- Pseudowire ---—--—- >| |
| | |
|Attachment] |<-- PSN Tunnel -->] |Attachment]
| Circuit Vv \ \ V  Circuit |
\ (AC) Fo——t Fo——t (AC) \
#-—-——+ | | PE1] | PE2] | 4ot
...................... PW1.. .. )]
| CE1 | | | | | | | | CE2 |
| l-------- T PW2. .ol |-----—- | |
e S I I I N R
~ [ — [ — 11~
1 1 Provider Edge 1 Provider Edge 2 | |
(I I 1
Customer | | Customer
Edge 1 | | Edge 2
| |
native service native service

Figure 1: PWE3 Reference Model
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o + o +
|[Emulated Service | |[Emulated Service |
|(e.g-, TDM, ATM) |<==== Emulated Service ===>](e.g., TDM, ATM) |
R + R +
| Payload | | Payload |
| Encapsulation |<====== Pseudowire =======>] Encapsulation |
o + o +
|PW Demultiplexer | |PW Demultiplexer |
| PSN Tunnel, | <======= PSN Tunnel ======>] PSN Tunnel, |
| PSN & Physical | | PSN & Physical |
| Layers | | Layers |
Feom——_—— Fom e —_—_— + Fom e —_—_— Feom——_—— +
| / \ |
+ / PSN \ +
\ /
\ /

Figure 2: PWE3 Protocol Stack Reference Model

For the purpose of this document, PE1 will be defined as the ingress
router, and PE2 as the egress router. A layer 2 PDU will be received
at PE1, encapsulated at PE1l, transported and decapsulated at PE2, and
transmitted out of PE2.

2. Specification of Requirements

The key words "MUST™, "MUST NOT", "REQUIRED'", "SHALL"™, *"SHALL NOT",
""'SHOULD"™, "SHOULD NOT', "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

3. The Pseudowire Label

Suppose that it is desired to transport Layer 2 PDUs from ingress LSR
PE1 to egress LSR PE2, across an intervening MPLS-enabled network.

We assume that there is an MPLS tunnel from PE1 to PE2. That is, we
assume that PE1l can cause a packet to be delivered to PE2 by
encapsulating the packet in an "MPLS tunnel header"™ and sending the
result to one of its adjacencies. The MPLS tunnel is an MPLS Label
Switched Path (LSP); thus, putting on an MPLS tunnel encapsulation is
a matter of pushing on an MPLS label.

We presuppose that a large number of pseudowires can be carried
through a single MPLS tunnel. Thus, it is never necessary to
maintain state in the network core for individual pseudowires. We do
not presuppose that the MPLS tunnels are point to point; although the
pseudowires are point to point, the MPLS tunnels may be multipoint to
point. We do not presuppose that PE2 will even be able to determine
the MPLS tunnel through which a received packet was transmitted.
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(For example, if the MPLS tunnel is an LSP and penultimate hop
popping is used, when the packet arrives at PE2, it will contain no
information identifying the tunnel.)

When PE2 receives a packet over a pseudowire, it must be able to
determine that the packet was in fact received over a pseudowire, and
it must be able to associate that packet with a particular
pseudowire. PE2 is able to do this by examining the MPLS label that
serves as the pseudowire demultiplexor field shown in Figure 2. Call
this label the "PW label™.

When PE1 sends a Layer 2 PDU to PE2, it creates an MPLS packet by
adding the PW label to the packet, thus creating the first entry of
the label stack. [If the PSN tunnel is an MPLS LSP, the PEl pushes
another label (the tunnel label) onto the packet as the second entry
of the label stack. The PW label is not visible again until the MPLS
packet reaches PE2. PE2’s disposition of the packet is based on the
PW label.

IT the payload of the MPLS packet is, for example, an ATM AAL5 PDU,
the PW label will generally correspond to a particular ATM VC at PE2.
That is, PE2 needs to be able to infer from the PW label the outgoing
interface and the VPI/VCI value for the AALS5 PDU. If the payload is
a Frame Relay PDU, then PE2 needs to be able to infer from the PW
label the outgoing interface and the DLCI value. If the payload is
an Ethernet frame, then PE2 needs to be able to infer from the PW
label the outgoing interface, and perhaps the VLAN identifier. This
process is uni-directional and will be repeated independently for
bi-directional operation. It is REQUIRED that the same PW ID and PW
type be assigned for a given circuit in both directions. The group
ID (see below) MUST NOT be required to match in both directions. The
transported frame MAY be modified when it reaches the egress router.
IT the header of the transported Layer 2 frame is modified, this MUST
be done at the egress LSR only. Note that the PW label must always
be at the bottom of the packet’s label stack, and labels MUST be
allocated from the per-platform label space.

This document does not specify a method for distributing the MPLS
tunnel label or any other labels that may appear above the PW label
on the stack. Any acceptable method of MPLS label distribution will
do. This document specifies a protocol for assigning and
distributing the PW label. This protocol is LDP, extended as
specified in the remainder of this document. An LDP session must be
set up between the pseudowire endpoints. LDP MUST be used in its
"downstream unsolicited™ mode. LDP’s "liberal label retention™ mode
SHOULD be used.
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4.

4.

In addition to the protocol specified herein, static assignment of PW
labels may be used, and implementations of this protocol SHOULD
provide support for static assignment.

This document specifies all the procedures necessary to set up and
maintain the pseudowires needed to support "unswitched" point-to-
point services, where each endpoint of the pseudowire is provisioned
with the identify of the other endpoint. There are also protocol
mechanisms specified herein that can be used to support switched
services and other provisioning models. However, the use of the
protocol mechanisms to support those other models and services is not
described in this document.

Details Specific to Particular Emulated Services
1. 1P Layer 2 Transport

This mode carries IP packets over a pseudowire. The encapsulation
used is according to [RFC3032]. The PW control word MAY be inserted
between the MPLS label stack and the IP payload. The encapsulation
of the IP packets for forwarding on the attachment circuit is
implementation specific, is part of the native service processing
(NSP) function [RFC3985], and is outside the scope of this document.

LDP

The PW label bindings are distributed using the LDP downstream
unsolicited mode described in [RFC3036]. The PEs will establish an
LDP session using the Extended Discovery mechanism described in [LDP,
sections 2.4.2 and 2.5].

An LDP Label Mapping message contains an FEC TLV, a Label TLV, and
zero or more optional parameter TLVs.

The FEC TLV is used to indicate the meaning of the label. In the
current context, the FEC TLV would be used to identify the particular
pseudowire that a particular label is bound to. In this

specification, we define two new FEC TLVs to be used for identifying
pseudowires. When setting up a particular pseudowire, only one of
these FEC TLVs is used. The one to be used will depend on the
particular service being emulated and on the particular provisioning
model being supported.

LDP allows each FEC TLV to consist of a set of FEC elements. For
setting up and maintaining pseudowires, however, each FEC TLV MUST
contain exactly one FEC element.
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The LDP base specification has several kinds of label TLVs, including
the Generic Label TLV, as specified in [RFC3036], section 3.4.2.1.
For setting up and maintaining pseudowires, the Generic Label TLV
MUST be used.

5.1. LDP Extensions
This document specifies no new LDP messages.

This document specifies the following new TLVs to be used with LDP:

TLV Specified in Section Defined for Message
PW Status TLV 5.4.2 Notification

PW Interface Parameters TLV 5.3.2.1 FEC

PW Grouping 1D TLV 5.3.2.2 FEC

Additionally, the following new FEC element types are defined:

FEC Element Type Specified in Section Defined for Message
0x80 5.2 FEC
0x81 5.3 FEC

The following new LDP error codes are also defined:

Status Code Specified in Section
"lIllegal C-Bit" 6.1

"Wrong C-Bit" 6.2
"Incompatible bit-rate" [CEP]
"CEP/TDM mis-configuration" [CEP]

"PW status" 5.4.2
"Unassigned/Unrecognized TAI™ 5.3.3
"Generic Misconfiguration Error™ [SAToP]

"Label Withdraw PW Status Method Not Supported" 5.4.1

5.2. The PWid FEC Element

The PWid FEC element may be used whenever both pseudowire endpoints
have been provisioned with the same 32-bit identifier for the
pseudowire.
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For this purpose, a new type of FEC element is defined. The FEC
element type is 0x80 and is defined as follows:

O S S S S

e S S e e Lty SIS S S S S e

Lty Sty S U S S S S S

s S S e Lty SIS S S S s o

1 2 3

01234567890123456789012345678901
Lty Sty S U S S S S S

PWid (0x80) |C] PW type |PW info Length
Group ID
PW 1D

Interface Parameter Sub-TLV

o — — o —

PW type

A 15-bit quantity containing a value that represents the type of
PW. Assigned values are specified in "IANA Allocations for
Pseudowire Edge to Edge Emulation (PWE3)'" [IANA].

Control word bit (C)

The bit (C) is used to flag the presence of a control word as
follows:

C
C

1 Control word present on this PW.
0 No control word present on this PW.

Please see the section "C-Bit Handling Procedures"™ for further
explanation.

PW information length

Length of the PW ID field and the interface parameters sub-TLV in
octets. |If this value is 0, then it references all PWs using the
specified group ID, and there is no PW ID present; nor are there
any interface parameter sub-TLVs.

Group ID

An arbitrary 32-bit value that represents a group of PWs that is
used to create groups iIn the PW space. The group ID is intended
to be used as a port index, or a virtual tunnel index. To
simplify configuration, a particular PW ID at ingress could be
part of the virtual tunnel for transport to the egress router.
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The Group ID is very useful for sending wild card label
withdrawals, or PW wild card status notification messages to
remote PEs upon physical port failure.

- PWID

A non-zero 32-bit connection ID that, together with the PW type,
identifies a particular PW. Note that the PW ID and the PW type
MUST be the same at both endpoints.

- Interface Parameter Sub-TLV

This variable-length TLV is used to provide interface-specific
parameters, such as attachment circuit MTU.

Note that as the "interface parameter sub-TLV'" is part of the FEC,
the rules of LDP make it impossible to change the interface
parameters once the pseudowire has been set up. Thus, the
interface parameters field must not be used to pass information,
such as status information, that may change during the life of the
pseudowire. Optional parameter TLVs should be used for that
purpose.

Using the PWid FEC, each of the two pseudowire endpoints
independently initiates the setup of a unidirectional LSP. An
outgoing LSP and an incoming LSP are bound together into a single
pseudowire if they have the same PW ID and PW type.

5.3. The Generalized PWid FEC Element

The PWid FEC element can be used if a unique 32-bit value has been
assigned to the PW, and if each endpoint has been provisioned with
that value. The Generalized PWid FEC element requires that the PW
endpoints be uniquely identified; the PW itself is identified as a
pair of endpoints. In addition, the endpoint identifiers are
structured to support applications where the identity of the remote
endpoints needs to be auto-discovered rather than statically
configured.

The "Generalized PWid FEC Element” is FEC type Ox81.

The Generalized PWid FEC Element does not contain anything
corresponding to the "Group ID"™ of the PWid FEC element. The
functionality of the "Group ID" is provided by a separate optional
LDP TLV, the "PW Grouping TLV', described below. The Interface
Parameters field of the PWid FEC element is also absent; its
functionality is replaced by the optional Interface Parameters TLV,
described below.
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5.3.1. Attachment ldentifiers

As discussed in [RFC3985], a pseudowire can be thought of as
connecting two "forwarders'™. The protocol used to set up a
pseudowire must allow the forwarder at one end of a pseudowire to
identify the forwarder at the other end. We use the term "attachment

identifier”, or "Al", to refer to the field that the protocol uses to
identify the forwarders. In the PWid FEC, the PWid field serves as
the Al. In this section, we specify a more general form of Al that

is structured and of variable length.

Every Forwarder in a PE must be associated with an Attachment
Identifier (Al), either through configuration or through some
algorithm. The Attachment ldentifier must be unique in the context
of the PE router in which the Forwarder resides. The combination
<PE router IP address, Al> must be globally unique.

It is frequently convenient to regard a set of Forwarders as being
members of a particular "'group”™, where PWs may only be set up among
members of a group. In such cases, it is convenient to identify the
Forwarders relative to the group, so that an Attachment ldentifier
would consist of an Attachment Group ldentifier (AGI) plus an
Attachment Individual ldentifier (All).

An Attachment Group ldentifier may be thought of as a VPN-id, or a
VLAN identifier, some attribute that is shared by all the Attachment
PWs (or pools thereof) that are allowed to be connected.

The details of how to construct the AGlI and All fields identifying
the pseudowire endpoints are outside the scope of this specification.
Different pseudowire applications, and different provisioning models,
will require different sorts of AGlI and All fields. The
specification of each such application and/or model must include the
rules for constructing the AGI and All fields.

As previously discussed, a (bidirectional) pseudowire consists of a
pair of unidirectional LSPs, one in each direction. |If a particular
pseudowire connects PE1 with PE2, the PW direction from PE1 to PE2
can be identified as:

<PE1l, <AGI, Alll>, PE2, <AGI, All12>>,
The PW direction from PE2 to PE1 can be identified by:

<PE2, <AGI, All2>, PE1l, <AGI, Alll>>.
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Note that the AGI must be the same at both endpoints, but the All
will in general be different at each endpoint. Thus, from the
perspective of a particular PE, each pseudowire has a local or
"Source All", and a remote or "Target All". The pseudowire setup
protocol can carry all three of these quantities:

- Attachment Group ldentifier (AGI)

- Source Attachment Individual ldentifier (SAIll)

- Target Attachment Individual ldentifier (TAII)
IT the AGI is non-null, then the Source Al (SAl) consists of the AGI
together with the SAlIl, and the Target Al (TAl) consists of the TAIlI
together with the AGI. |If the AGI is null, then the SAIl and TAIlI
are the SAl and TAIl, respectively.

The interpretation of the SAI and TAIl is a local matter at the
respective endpoint.

The association of two unidirectional LSPs into a single
bidirectional pseudowire depends on the SAl and the TAl. Each
application and/or provisioning model that uses the Generalized 1D
FEC element must specify the rules for performing this association.
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5.3.2. Encoding the Generalized ID FEC Element

FEC element type Ox81 is used. The FEC element is encoded as
follows:

0 1 2 3
01234567890123456789012345678901
Fott ettt -ttt -ttt —F—F—t—F—F—F—t—F—F -ttt —F—F—t—F—+—
|Gen PWid (0x81)|C]| PW Type |PW info Length
+—t—t—t—F—F—-tF—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F -t —F—F—F—F—F—+—
| AGI Type | Length | Value
+—+—+—+—+—F—F+—+—F—F+—F+—F+—F—F+—F+—F—F—F+—F—F—F—F+—F—F—F—F—F—F—F+—F—+—+—
- AGI Value (contd.)

L4 == = 4

Fott—t ottt —t—t ettt -ttt —F—F—t—F—F—F -ttt —F—+
| All Type Length | Value
+

—+—+—t—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—+—+—
SAll Value (contd.)

i S -

+—t—t—tF—tF—t—t—F—F—F—F—F—F—F -ttt -ttt —t—t—F—F—F—F—F—F—F—F—F—F—
| All Type Length | Value
+

—+—F—t—t—F—t—F—F—F—F—F—F—F—F—F—F—t—F—F—F—F—F—F—F—F—F—F -t —F—F—+—
TAIl Value (contd.)

| 4 =t —

+ —

S

This document does not specify the All and AGI type field values;
specification of the type field values to be used for a particular
application is part of the specification of that application. [1ANA
has assigned these values using the method defined in the [I1ANA]
document.

The SAll, TALl, and AGI are simply carried as octet strings. The
length byte specifies the size of the Value field. The null string
can be sent by setting the length byte to 0. If a particular
application does not need all three of these sub-elements, it MUST
send all the sub-elements but set the length to 0 for the unused
sub-elements.

The PW information length field contains the length of the SAIlIl,

TAIl, and AGl, combined in octets. |If this value is 0, then it
references all PWs using the specified grouping ID. In this case,
there are no other FEC element fields (AGI, SAll, etc.) present, nor

any interface parameters TLVs.
Note that the interpretation of a particular field as AGI, SAll, or

TAIl depends on the order of its occurrence. The type field
identifies the type of the AGI, SAll, or TAIl. When comparing two
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occurrences of an AGlI (or SAll or TAIl), the two occurrences are
considered identical if the type, length, and value fields of one are
identical, respectively, to those of the other.

5.3.2.1. Interface Parameters TLV

This TLV MUST only be used when sending the Generalized PW FEC. It
specifies interface-specific parameters. Specific parameters, when
applicable, MUST be used to validate that the PEs and the ingress and
egress ports at the edges of the circuit have the necessary
capabilities to interoperate with each other.

0 1 2 3
01234567890123456789012345678901
+—t—t—F—F—F—F—F—F—F—F—F—F—F—F -ttt -ttt —t—F—F—F—F—F—F—F—F—+—+—+
|[O]JO] PW Intf P. TLV (0Ox096B) | Length |
+—t—F+—+—F—F—F—F—F—F—F—F—F—F—F+—F—F—F—F—F—F—F+—F—F—F—F+—F—F—F+—F—F+—+—+
| Sub-TLV Type | Length | Variable Length Value |
+—t—t—F—F—tF—F—F—F—F—F—F—F—F—F—Ft—t—t—Ft—Ft—Ft—F—F—F—F—F—F—F—F—F—+—+—+
| Variable Length Value |
| " |
+

i SHE SO Sy Sy Sy Y S St St S S S S S S S S

A more detailed description of this field can be found iIn the section
"Interface Parameters Sub-TLV", below.

5.3.2.2. PW Grouping TLV

0 1 2 3
01234567890123456789012345678901
F—t—t—t—t—t—t—t—t—t—F—t -ttt -ttt -ttt -ttt —F—F—F—+—+—+
[OJOIPW Grouping ID TLV (0x096C)| Length |
F—t—t—t—t—t—F—t—F—t—F—t—F—t—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—+—+—+
| Value |
+—t—F+—+—F—F—F—F—F—F—F—F—F—F—F+—F—F—F—F—F—F—F+—F—F—F—F+—F—F—F+—F—F+—+—+

The PW Grouping ID is an arbitrary 32-bit value that represents an
arbitrary group of PWs. It is used to create group PWs; for example,
a PW Grouping ID can be used as a port index and assigned to all PWs
that lead to that port. Use of the PW Grouping ID enables one to
send "wild card” label withdrawals, or "wild card" status
notification messages, to remote PEs upon physical port failure.

Note Well: The PW Grouping ID is different from, and has no relation
to, the Attachment Group ldentifier.

The PW Grouping ID TLV is not part of the FEC and will not be
advertised except in the PW FEC advertisement. The advertising PE
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MAY use the wild card withdraw semantics, but the remote PEs MUST
implement support for wild card messages. This TLV MUST only be used
when sending the Generalized PW ID FEC.

To issue a wildcard command (status or withdraw):
- Set the PW Info Length to O in the Generalized ID FEC Element.

- Send only the PW Grouping ID TLV with the FEC (no AGI/SAII/TAIIl is
sent).

5.3.3. Signaling Procedures

In order for PE1 to begin signaling PE2, PE1l must know the address of
the remote PE2, and a TAI. This information may have been configured
at PE1, or it may have been learned dynamically via some
autodiscovery procedure.

The egress PE (PE1l), which has knowledge of the ingress PE, initiates
the setup by sending a Label Mapping Message to the ingress PE (PE2).
The Label Mapping message contains the FEC TLV, carrying the
Generalized PWid FEC Element (type 0x81). The Generalized PWid FEC
element contains the AGI, SAll, and TAIll information.

Next, when PE2 receives such a Label Mapping message, PE2 interprets
the message as a request to set up a PW whose endpoint (at PE2) is
the Forwarder identified by the TAI. From the perspective of the
signaling protocol, exactly how PE2 maps Als to Forwarders is a local
matter. In some Virtual Private Wire Services (VPWS) provisioning
models, the TAI might, for example, be a string that identifies a
particular Attachment Circuit, such as "ATM3VPI4VCI5", or it might,
for example, be a string, such as "Fred", that is associated by
configuration with a particular Attachment Circuit. In VPLS, the AGI
could be a VPN-id, identifying a particular VPLS instance.

IT PE2 cannot map the TAl to one of its Forwarders, then PE2 sends a
Label Release message to PE1l, with a Status Code of
"Unassigned/Unrecognized TAI", and the processing of the Label
Mapping message is complete.

The FEC TLV sent in a Label Release message is the same as the FEC
TLV received in the Label Mapping being released (but without the
interface parameter TLV). More generally, the FEC TLV is the same in
all LDP messages relating to the same PW. 1In a Label Release, this
means that the SAIl is the remote peer’s All and the TAIll is the
sender’s local All.
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IT the Label Mapping Message has a valid TAl, PE2 must decide whether
to accept it. The procedures for so deciding will depend on the
particular type of Forwarder identified by the TAlI. OFf course, the
Label Mapping message may be rejected due to standard LDP error
conditions as detailed in [RFC3036].

IT PE2 decides to accept the Label Mapping message, then it has to
make sure that a PW LSP is set up in the opposite (PE1-->PE2)
direction. |If it has already signaled for the corresponding PW LSP
in that direction, nothing more needs to be done. Otherwise, It must
initiate such signaling by sending a Label Mapping message to PE1l.
This is very similar to the Label Mapping message PE2 received, but
the SAl and TAIl are reversed.

Thus, a bidirectional PW consists of two LSPs, where the FEC of one
has the SAll and TAIl reversed with respect to the FEC of the other.

5.4. Signaling of Pseudowire Status
5.4.1. Use of Label Mappings Messages

The PEs MUST send Label Mapping Messages to thelr peers as soon as
the PW is configured and administratively enabled, regardless of the
attachment circuit state. The PW label should not be withdrawn
unless the operator administratively configures the pseudowire down
(or the PW configuration is deleted entirely). Using the procedures
outlined in this section, a simple label withdraw method MAY also be
supported as a legacy means of signaling PW status and AC status. In
any case, If the label-to-PW binding is not available, the PW MUST be
considered in the down state.

Once the PW status negotiation procedures are completed, if they
result in the use of the label withdraw method for PW status
communication, and this method is not supported by one of the PEs,
then that PE must send a Label Release Message to its peer with the
following error:

"Label Withdraw PW Status Method Not Supported"

IT the label withdraw method for PW status communication is selected
for the PW, it will result in the Label Mapping Message being
advertised only if the attachment circuit is active. The PW status
signaling procedures described in this section MUST be fully
implemented.
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5.4.2. Signaling PW Status

The PE devices use an LDP TLV to indicate status to their remote
peers. This PW Status TLV contains more information than the
alternative simple Label Withdraw message.

The format of the PW Status TLV is:

0 1 2 3
01234567890123456789012345678901
+—t—F+—+—F—F—F—F—F—F—F—F—F—F—F+—F—F—F—F—F—F—F+—F—F—F—F+—F—F—F+—F—F+—+—+
1110] PW Status (O0x096A) | Length |
+—t—t—F—F—tF—F—F—F—F—F—F—F—F—F—Ft—t—t—Ft—Ft—Ft—F—F—F—F—F—F—F—F—F—+—+—+
| Status Code |
-ttt —t—F—F—t—F—F—F—F—F -t —F—F—F—F—F—F—F—F -t —F—F - —F—F - —F—F—+—+

The status code is a 4-octet bit field as specified In the PW IANA
Allocations document [IANA]. The length specifies the length of the
Status Code field in octets (equal to 4).

Each bit in the status code field can be set individually to indicate
more than a single failure at once. Each fault can be cleared by
sending an appropriate Notification message in which the respective
bit is cleared. The presence of the lowest bit (PW Not Forwarding)
acts only as a generic failure indication when there is a link-down
event for which none of the other bits apply.

The Status TLV is transported to the remote PW peer via the LDP
Notification message. The general format of the Notification Message
is:

0 1 2 3

01234567890123456789012345678901

+—+—+—+—+—+—+—+—+—+F+—F+—F+—F+—F+—F+—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F+—+—

10] Notification (0x0001) | Message Length

+—t—+—+—F—F—F—F—F—F—F—-F—F—F—F—F—F—F—F—F—F—F—F—F—F -t —F—F - —F -+ —+—
Message ID

—4 =ttt —F—F—F—F—F—F—F—F—F—F—F—F—F—F—F -t -ttt == —F -+
Status (TLV)

—+—F—t—t—F—t—F—F—F—F—F—F—F—F—F—F—t—F—F—F—F—F—F—F—F—F—F -t —F—F—+—
PW Status TLV

—+—4—-+—F—F—-+—F—F—-F—F—F—F—F—-F—F—F—F—F—F—F—F—F—F—F—F—F—F - —F -+ -+ -

PWId FEC TLV or Generalized 1D FEC TLV
—4 =ttt —F—F—F—F—F—F—F—F—F—F—F—F—F—F—F -t -ttt == —F -+

o o m— o o— e —

F o — o o— e —
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The Status TLV status code is set to 0x00000028, "PW status'™, to
indicate that PW status follows. Since this notification does not
refer to any particular message, the Message Id and Message Type
fields are set to O.

The PW FEC TLV SHOULD not include the interface parameter sub-TLVs,
as they are ignored in the context of this message. When a PE’s
attachment circuit encounters an error, use of the PW Notification
Message allows the PE to send a single "wild card" status message,
using a PW FEC TLV with only the group ID set, to denote this change
in status for all affected PW connections. This status message
contains either the PW FEC TLV with only the group ID set, or else it
contains the Generalized FEC TLV with only the PW Grouping ID TLV.

As mentioned above, the Group ID field of the PWid FEC element, or
the PW Grouping ID TLV used with the Generalized ID FEC element, can
be used to send a status notification for all arbitrary sets of PWs.
This procedure is OPTIONAL, and if it is implemented, the LDP
Notification message should be as follows: If the PWid FEC element is
used, the PW information length field is set to 0, the PW ID field is
not present, and the interface parameter sub-TLVs are not present.

IT the Generalized FEC element is used, the AGI, SAll, and TAIll are
not present, the PW information length field is set to 0, the PW
Grouping ID TLV is included, and the Interface Parameters TLV is
omitted. For the purpose of this document, this is called the "wild
card PW status notification procedure™, and all PEs implementing this
design are REQUIRED to accept such a notification message but are not
required to send it.

5.4.3. Pseudowire Status Negotiation Procedures

When a PW is first set up, the PEs MUST attempt to negotiate the
usage of the PW status TLV. This is accomplished as follows: A PE
that supports the PW Status TLV MUST include it in the initial Label
Mapping message following the PW FEC and the interface parameter
sub-TLVs. The PW Status TLV will then be used for the lifetime of
the pseudowire. This is shown in the following diagram:
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0 1 2 3
01234567890123456789012345678901
S S S S S S U S S S S St S S S U S S S St T S S S S S S S

PWId FEC or Generalized 1D FEC

—4—t—t—t—t—t—F—F—F—F—F—F—F—F—F—F—F—F—F—F -t -t -ttt == —F—F+—
Interface Parameters

+—+
0]0] Generic Label (0x0200) | Length

-ttt —F—t—F—F—t—F—F—F—F -t —F -ttt -ttt —F—+—
Label

+
|
+
|
+
|
|
|
—+—+—t—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F -+ —F+—F+—+
|
+
|
F—t—t—t—t—t—F—t—F—t—F—t—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F+—+—+—+
1]10] PW Status (0x096A) | Length |
+—t—F+—tF—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F—F+—+—+
Status Code |
—t—t—t ottt ottt ottt ottt bt bt bt bbbt —F—F—+—+
IT a PW Status TLV is included in the initial Label Mapping message
for a PW, then if the Label Mapping message from the remote PE for
that PW does not include a PW status TLV, or if the remote PE does
not support the PW Status TLV, the PW will revert to the label
withdraw method of signaling PW status. Note that if the PW Status
TLV is not supported by the remote peer, the peer will automatically
ignore it, since the 1 (ignore) bit is set in the TLV. The PW Status
TLV, therefore, will not be present iIn the corresponding FEC
advertisement from the remote LDP peer, which results in exactly the
above behavior.

IT the PW Status TLV is not present following the FEC TLV in the
initial PW Label Mapping message received by a PE, then the PW Status
TLV will not be used, and both PEs supporting the pseudowire will
revert to the label withdraw procedure for signaling status changes.

IT the negotiation process results in the usage of the PW status TLV,
then the actual PW status is determined by the PW status TLV that was
sent within the initial PW Label Mapping message. Subsequent updates
of PW status are conveyed through the notification message.

Interface Parameters Sub-TLV

This field specifies interface-specific parameters. When applicable,
it MUST be used to validate that the PEs and the ingress and egress
ports at the edges of the circuit have the necessary capabilities to
interoperate with each other. The field structure is defined as
follows:
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0 1 2 3
01234567890123456789012345678901
Fott—t ottt ot ottt ottt ottt -ttt —F—F—t—F—F—F -+ —+
| Sub-TLV Type | Length | Variable Length Value |
+—t—F+—+—F—F—F—F—F—F—F—F—F—F—F+—F—F—F—F—F—F—F+—F—F—F—F+—F—F—F+—F—F+—+—+
| Variable Length Value |
| " |
+

S S g S S et S

The interface parameter sub-TLV type values are specified in "I1ANA
Allocations for Pseudowire Edge to Edge Emulation (PWE3)™ [1ANA].

The Length field is defined as the length of the interface parameter
including the parameter id and length field itself. Processing of
the interface parameters should continue when unknown interface
parameters are encountered, and they MUST be silently ignored.

- Interface MTU sub-TLV type

A 2-octet value indicating the MTU in octets. This is the Maximum
Transmission Unit, excluding encapsulation overhead, of the egress
packet interface that will be transmitting the decapsulated PDU
that is received from the MPLS-enabled network. This parameter is
applicable only to PWs transporting packets and is REQUIRED for
these PW types. |If this parameter does not match in both
directions of a specific PW, that PW MUST NOT be enabled.

- Optional Interface Description string sub-TLV type

This arbitrary, and OPTIONAL, interface description string is used
to send a human-readable administrative string describing the
interface to the remote. This parameter is OPTIONAL and is
applicable to all PW types. The interface description parameter
string length is variable and can be from O to 80 octets. Human-
readable text MUST be provided in the UTF-8 charset using the
Default Language [RFC2277].

6. Control Word

6.1. PW Types for Which the Control Word is REQUIRED
The Label Mapping messages that are sent in order to set up these PWs
MUST have c=1. When a Label Mapping message for a PW of one of these
types is received and c=0, a Label Release message MUST be sent, with

an "lllegal C-bit" status code. In this case, the PW will not be
enabled.
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6.2. PW Types for Which the Control Word is NOT Mandatory

IT a system is capable of sending and receiving the control word on
PW types for which the control word is not mandatory, then each such
PW endpoint MUST be configurable with a parameter that specifies
whether the use of the control word is PREFERRED or NOT PREFERRED.
For each PW, there MUST be a default value of this parameter. This
specification does NOT state what the default value should be.

IT a system is NOT capable of sending and receiving the control word
on PW types for which the control word is not mandatory, then it
behaves exactly as if it were configured for the use of the control
word to be NOT PREFERRED.

IT a Label Mapping message for the PW has already been received but
no Label Mapping message for the PW has yet been sent, then the
procedure is as follows:

-i. IFf the received Label Mapping message has c=0, send a Label
Mapping message with c=0; the control word is not used.

-ii. ITf the received Label Mapping message has c=1 and the PW is
locally configured such that the use of the control word is
preferred, then send a Label Mapping message with c=1; the
control word is used.

-iii. If the received Label Mapping message has c=1 and the PW is
locally configured such that the use of the control word is
not preferred or the control word is not supported, then act
as 1T no Label Mapping message for the PW had been received
(i.e., proceed to the next paragraph).

IT a Label Mapping message for the PW has not already been received
(or if the received Label Mapping message had c=1 and either local
configuration says that the use of the control word is not preferred
or the control word is not supported), then send a Label Mapping
message in which the c bit is set to correspond to the locally
configured preference for use of the control word. (That is, set c=1
if locally configured to prefer the control word, and set c=0 if
locally configured to prefer not to use the control word or if the
control word is not supported).
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The next action depends on what control message is next received for
that PW. The possibilities are as follows:

-i. A Label Mapping message with the same c bit value as
specified in the Label Mapping message that was sent. PW
setup is now complete, and the control word is used if c=1
but is not used if c=0.

-ii. A Label Mapping message with c=1, but the Label Mapping
message that was sent has c=0. In this case, ighore the
received Label Mapping message and continue to wait for the
next control message for the PW.

-iii. A Label Mapping message with c=0, but the Label Mapping
message that was sent has c=1. In this case, send a Label
Withdraw message with a "Wrong C-bit" status code, followed
by a Label Mapping message that has c=0. PW setup Is now
complete, and the control word is not used.

-iv. A Label Withdraw message with the "Wrong c-bit" status code.
Treat as a normal Label Withdraw, but do not respond.
Continue to wait for the next control message for the PW.

IT at any time after a Label Mapping message has been received a
corresponding Label Withdraw or Release is received, the action taken
is the same as for any Label Withdraw or Release that might be
received at any time.

IT both endpoints prefer the use of the control word, this procedure
will cause it to be used. |If either endpoint prefers not to use the
control word or does not support the control word, this procedure
will cause it not to be used. |If one endpoint prefers to use the
control word but the other does not, the one that prefers not to use
it is has no extra protocol to execute; it just waits for a Label
Mapping message that has c=0.

The diagram in Appendix A illustrates the above procedure.
6.3. LDP Label Withdrawal Procedures

As mentioned above, the Group ID field of the PWid FEC element, or
the PW Grouping ID TLV used with the Generalized ID FEC element, can
be used to withdraw all PW labels associated with a particular PW
group. This procedure is OPTIONAL, and if it is implemented, the LDP
Label Withdraw message should be as follows: If the PWid FEC element
is used, the PW information length field is set to 0, the PW ID field
is not present, the iInterface parameter sub-TLVs are not present, and
the Label TLV is not present.
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IT the Generalized FEC element is used, the AGI, SAll, and TAIll are
not present, the PW information length field is set to 0, the PW
Grouping ID TLV is included, the Interface Parameters TLV is not
present, and the Label TLV is not present. For the purpose of this
document, this is called the "wild card withdraw procedure™, and all
PEs implementing this design are REQUIRED to accept such withdrawn
message but are not required to send it. Note that the PW Grouping
ID TLV only applies to PWs using the Generalized ID FEC element,
while the Group ID only applies to PWid FEC element.

The interface parameter sub-TLVs, or TLV, MUST NOT be present in any
LDP PW Label Withdraw or Label Release message. A wild card Label
Release message MUST include only the group 1D, or Grouping ID TLV.
A Label Release message initiated by a PE router must always include
the PW ID.

6.4. Sequencing Considerations

In the case where the router considers the sequence number field in
the control word, it is important to note the following details when
advertising labels.

6.4.1. Label Advertisements

After a label has been withdrawn by the output router and/or released
by the input router, care must be taken not to advertise (re-use) the
same released label until the output router can be reasonably certain
that old packets containing the released label no longer persist in
the MPLS-enabled network.

This precaution is required to prevent the imposition router from
restarting packet forwarding with a sequence number of 1 when it
receives a Label Mapping message that binds the same FEC to the same
label if there are still older packets in the network with a sequence
number between 1 and 32768. For example, if there is a packet with
sequence number=n, where n is in the interval [1,32768] traveling
through the network, it would be possible for the disposition router
to receive that packet after it re-advertises the label. Since the
label has been released by the imposition router, the disposition
router SHOULD be expecting the next packet to arrive with a sequence
number of 1. Receipt of a packet with a sequence number equal to n
will result in n packets potentially being rejected by the
disposition router until the imposition router imposes a sequence
number of n+l into a packet. Possible methods to avoid this are for
the disposition router always to advertise a different PW label, or
for the disposition router to wait for a sufficient time before
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attempting to re-advertise a recently released label. This is only
an issue when sequence number processing is enabled at the
disposition router.

6.4.2. Label Release

In situations where the imposition router wants to restart forwarding
of packets with sequence number 1, the router shall 1) send to the
disposition router a Label Release Message, and 2) send to the
disposition router a Label Request message. When sequencing is
supported, advertisement of a PW label in response to a Label Request
message MUST also consider the issues discussed in the section on
Label Advertisements.

7. 1ANA Considerations

7.1. LDP TLV TYPE
This document uses several new LDP TLV types; IANA already maintains
a registry of name "TLV TYPE NAME SPACE" defined by RFC 3036. The

following values are suggested for assignment:

TLV type Description

0x096A PW Status TLV
0x096B PW Interface Parameters TLV
0x096C  Group 1D TLV

7.2. LDP Status Codes
This document uses several new LDP status codes; IANA already

maintains a registry of name ""STATUS CODE NAME SPACE" defined by RFC
3036. The following values are suggested for assignment:

Range/Value E Description Reference
0x00000024 0 Illegal C-Bit [RFC4447]
0x00000025 0 Wrong C-Bit [RFC4447]
0x00000026 0 Incompatible bit-rate [RFC4447]
0x00000027 0 CEP-TDM mis-configuration [RFC4447]
0x00000028 0 PW Status [RFC4447]
0x00000029 0 Unassigned/Unrecognized TAI [RFC4447]
0x0000002A 0 Generic Misconfiguration Error [RFC4447]
0x0000002B 0 Label Withdraw PW Status Method [RFC4447]
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7.3. FEC Type Name Space

This document uses two new FEC element types, 0x80 and 0x81, from the
registry "FEC Type Name Space™ for the Label Distribution Protocol
(LDP RFC 3036).

8. Security Considerations

This document specifies the LDP extensions that are needed for
setting up and maintaining pseudowires. The purpose of setting up
pseudowires is to enable Layer 2 frames to be encapsulated in MPLS
and transmitted from one end of a pseudowire to the other.
Therefore, we treat the security considerations for both the data
plane and the control plane.

8.1. Data-Plane Security

With regard to the security of the data plane, the following areas
must be considered:

- MPLS PDU inspection

- MPLS PDU spoofing

- MPLS PDU alteration

- MPLS PSN protocol security

- Access Circuit security

- Denial-of-service prevention on the PE routers

When an MPLS PSN is used to provide pseudowire service, there is a
perception that security MUST be at least equal to the currently
deployed Layer 2 native protocol networks that the MPLS/PW network
combination is emulating. This means that the MPLS-enabled network
SHOULD be isolated from outside packet insertion in such a way that
it SHOULD not be possible to insert an MPLS packet into the network
directly. To prevent unwanted packet insertion, it is also important
to prevent unauthorized physical access to the PSN, as well as
unauthorized administrative access to individual network elements.

As mentioned above, as MPLS enabled network should not accept MPLS
packets from its external interfaces (i.e., interfaces to CE devices
or to other providers” networks) unless the top label of the packet
was legitimately distributed to the system from which the packet is
being received. IT the packet’s incoming interface leads to a
different SP (rather than to a customer), an appropriate trust
relationship must also be present, including the trust that the other
SP also provides appropriate security measures.

The three main security problems faced when using an MPLS-enabled
network to transport PWs are spoofing, alteration, and inspection.
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First, there is a possibility that the PE receiving PW PDUs will get
a PDU that appears to be from the PE transmitting the PW into the
PSN, but that was not actually transmitted by the PE originating the
PW. (That is, the specified encapsulations do not by themselves
enable the decapsulator to authenticate the encapsulator.) A second
problem is the possibility that the PW PDU will be altered between
the time it enters the PSN and the time it leaves the PSN (i.e., the
specified encapsulations do not by themselves assure the decapsulator
of the packet’s integrity.) A third problem is the possibility that
the PDU’s contents will be seen while the PDU is in transit through
the PSN (i.e., the specification encapsulations do not ensure
privacy.) How significant these issues are in practice depends on
the security requirements of the applications whose traffic is being
sent through the tunnel, and how secure the PSN itself is.

8.2. Control-Plane Security

General security considerations with regard to the use of LDP are
specified in section 5 of RFC 3036. Those considerations also apply
to the case where LDP is used to set up pseudowires.

A pseudowire connects two attachment circuits. It is important to
make sure that LDP connections are not arbitrarily accepted from
anywhere, or else a local attachment circuit might get connected to
an arbitrary remote attachment circuit. Therefore, an incoming LDP
session request MUST NOT be accepted unless its IP source address is
known to be the source of an "eligible" LDP peer. The set of
eligible peers could be pre-configured (either as a list of IP
addresses, or as a list of address/mask combinations), or it could be
discovered dynamically via an auto-discovery protocol that is itself
trusted. (Obviously, if the auto-discovery protocol were not
trusted, the set of "eligible peers"™ it produces could not be
trusted.)

Even if an LDP connection request appears to come from an eligible
peer, its source address may have been spoofed. Therefore, some
means of preventing source address spoofing must be in place. For
example, 1If all the eligible peers are in the same network, source
address filtering at the border routers of that network could
eliminate the possibility of source address spoofing.

The LDP MD5 authentication key option, as described in section 2.9 of
RFC 3036, MUST be implemented, and for a greater degree of security,
it must be used. This provides integrity and authentication for the
LDP messages and eliminates the possibility of source address
spoofing. Use of the MD5 option does not provide privacy, but
privacy of the LDP control messages is not usually considered
important. As the MD5 option relies on the configuration of pre-
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shared keys, it does not provide much protection against replay
attacks. In addition, its reliance on pre-shared keys may make it
very difficult to deploy when the set of eligible neighbors is
determined by an auto-configuration protocol.

When the Generalized ID FEC Element is used, it is possible that a
particular LDP peer may be one of the eligible LDP peers but may not
be the right one to connect to the particular attachment circuit
identified by the particular instance of the Generalized ID FEC
element. However, given that the peer is known to be one of the
eligible peers (as discussed above), this would be the result of a
configuration error, rather than a security problem. Nevertheless,
it may be advisable for a PE to associate each of its local
attachment circuits with a set of eligible peers rather than have
just a single set of eligible peers associated with the PE as a
whole.
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Appendix A. C-bit Handling Procedures Diagram
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——————— | Mapping Msg? |--———--—---—-—-
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______________ |
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______________ |
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| | | | N | Y|
| | | | | |
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| |

| If receive the same as sent, |
| PW setup is complete. If not: |

| Receive | | Receive |

| c=1 11 c=0 |
Wait for the Send
next message Wrong C-Bit

|
Send Label
Mapping Message
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1.

I ntroduction

An Ethernet pseudowire (PW allows Ethernet/802.3 [802.3] Protocol
Data Units (PDUs) to be carried over a Miulti-Protocol Label Swtched
[ MPLS- ARCH] network. In addressing the issues associated with
carrying an Ethernet PDU over a packet swi tched network (PSN), this
docunent assunes that a pseudowire (PW has been set up by using a
control protocol such as the one as described in [PME3-CTRL]. The
design of Ethernet pseudowire described in this docunment confornms to
the pseudowire architecture described in [RFC3985]. It is also
assuned in the remainder of this docunent that the reader is famliar
with RFC 3985.

The Pseudowi re Enul ati on Edge-to- Edge (PWE3) Ethernet PDU consists of
the Destination Address, Source Address, Length/Type, MAC Cient
Data, and paddi ng extracted froma MAC frane as a concatenated octet
sequence in their original order [PDU.

In addition to the Ethernet PDU fornmat used within the pseudowi re,
this docunent discusses:

- Procedures for using a PWin order to provide a pair of Customer
Edge (CE) routers with an emul ated (point-to-point) Ethernet
service, including the procedures for the processing of Provider
Edge (PE)-bound and CE-bound Ethernet PDUs [ RFC3985]

- Ethernet-specific quality of service (QS) and security
consi derati ons

- Inter-dommin transport considerations for Ethernet PW

The following two figures describe the reference nodels that are
derived from[RFC3985] to support the Ethernet PWenul ated services.
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LR Enul ated Service ---------------- >
[ <------- Pseudowire ------- >|

|
| | <-- PSN Tunnel -->| |
PWEnd V Y Y V  PWEnd

S + | PE1| | PE2| | +omm - +
| I PM............. [---------- |
| CE1 | | | | | | | | CE2 |
| [---------- [ PW. ... [---------- | |
A I N N N

~N +--- -+ +--- -+ | | N

[ Provi der Edge 1 Provi der Edge 2 | |

|| ||
Cust omer | | Customer
Edge 1 | | Edge 2

| |

Attachment Circuit (AC Attachment Circuit (AC
nati ve Et hernet service nati ve Ethernet service

Figure 1: PWE3 Et hernet/VLAN Interface Reference Configuration

The "enul ated service" shown in Figure 1 is, strictly speaking, a
bridged LAN, the PEs have MAC i nterfaces, consune MAC control franes,
etc. However, the procedures specified herein only support the case
in which there are two CEs on the "enulated LAN'. Hence we refer to
this service as "enul ated point-to-point Ethernet". Specification of
the procedures for using pseudowires to enulate LANs with nore than
two CEs are out of the scope of the current docunent.

. + . +
| Emul at ed | | Emul at ed |
| Ethernet | | Ethernet |
| (including | Enul at ed Service | (including |
| VLAN) | < >|  VLAN) |
| Services | | Services |
S + Pseudowi r e S +
| Demul ti pl exer| < >| Denul ti pl exer |
B S + B S +
| PSN | PSN Tunnel | PSN |
| MPLS | < >| MPLS |
N . + N . +
| Physical | | Physical |
F--- - S + F--- - S +

Figure 2: Ethernet PWE3 Protocol Stack Reference Mbdel
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For the purpose of this docunment, PE1 will be defined as the ingress
router, and PE2 as the egress router. A layer 2 PDU w Il be received
at PE1l, encapsul ated at PE1l, transported, decapsul ated at PE2, and
transmtted out on the attachnent circuit of PE2.

An Ethernet PWenulates a single Ethernet |ink between exactly two
endpoi nts. The mechani sns described in this docunent are agnostic to
that which is beneath the "Pseudowi re" level in Figure 2, concerning
itself only with the "Enul ated Service" portion of the stack.

The follow ng reference nodel describes the term nation point of each
end of the PWwithin the PE

e R +
| PE |
+---+ +-+ Ao + Ao -- + Ao -- + 4+
|1 P | |PWter| | PSN | |P|
| | <==| h] <=| NSP | <=| mi nati | <=| Tunnel | <=| h| <== From PSN
Iyl | lon | |1yl
| C| +-+  ----- +  4------ +  4------ + +-+
| ET | |
| | +-+  ----- +  te----- +  te----- + -+
|1 P | |PWter| | PSN | |P|
| | ==>] h| =>| NSP | =>| m nati | =>| Tunnel | =>| h| ==> To PSN
Iyl | lon | |1yl
+---+ +-+ 4o + - + - + 4+
| |
o e e e e oo +
N N N
| | |
A B C

Fi gure 3: PW Reference Di agram

The PWtermnates at a logical port within the PE, defined at point B
in the above diagram This port provides an Ethernet MAC service
that will deliver each Ethernet frane that is received at point A
unaltered, to the point Ain the corresponding PE at the other end of
t he PW

The Native Service Processing (NSP) function includes frane
processing that is required for the Ethernet franes that are
forwarded to the PWtermination point. Such functions may include
stripping, overwiting or adding VLAN tags, physical port

mul ti pl exi ng and denul ti pl exi ng, PWPW bridging, L2 encapsul ation,
shapi ng, policing, etc. These functions are specific to the Ethernet
technol ogy, and may not be required for the PWenul ati on service.
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The points to the left of A including the physical |ayer between the
CE and PE, and any adaptation (NSP) functions between it and the PW
term nations, are outside of the scope of PWE3 and are not defined
her e.

"PW Termi nation", between A and B, represents the operations for
setting up and nmaintaining the PW and for encapsul ati ng and
decapsul ating the Ethernet franes as necessary to transnit them
across the MPLS networKk.

An Et hernet PWoperates in one of two nodes: "raw node" or "tagged
node". In tagged node, each franme MJUST contain at |east one 802.1Q
[802.1Q VLAN tag, and the tag value is neaningful to the NSPs at the
two PWternination points. That is, the two PWterm nation points
nmust have sone agreenent (signaled or manually configured) on howto
process the tag. On a raw node PW a frane MAY contain an 802.1Q
VLAN tag, but if it does, the tag is not meaningful to the NSPs, and
passes transparently through them

Addi tional terminology relevant to pseudowi res and Layer 2 Virtual
Private Networking may be found in [ RFC4026].

2. Specification of Requirements

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

3. Applicability Statement

The Ethernet PWenulation allows a service provider to offer a "port
to port" Ethernet-based service across an MPLS packet swi tched
network (PSN) while the Ethernet VLAN PWenul ation allows an

"Et hernet VLAN to VLAN' based service across an MPLS packet swi tched
net wor k (PSN) .

The Ethernet or Ethernet VLAN PWhas the follow ng characteristics in
relationship to the respective native service:

- An Ethernet PWconnects two Ethernet ACs while an Ethernet VLAN
PW connects two Ethernet VLAN ACs, supporting bidirectional
transport of variable Iength Ethernet franes. The ingress
Native Service Processing (NSP) function strips the preanble and
frame check sequence (FCS) fromthe Ethernet frame and
transports the frame in its entirety across the PW This is
done regardl ess of the presence of the 802.1Qtag in the frane.
The egress NSP function receives the Ethernet frame fromthe PW
and regenerates the preanble or FCS before forwardi ng the frane
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to the attachnment circuit. Since the FCS is not transported
across either Ethernet or Ethernet VLAN PWs, payload integrity
transparency may be lost. The OPTI ONAL net hod described in

[ FCS] can be used to achieve payload integrity transparency on
Et hernet or Ethernet VLAN PW.

- For an Ethernet VLAN PW VLAN tag rewite can be achi eved by NSP
at the egress PE, which is outside the scope of this docunent.

- The Ethernet or Ethernet VLAN PWonly supports honbgeneous
Et hernet franme type across the PW both ends of the PWnust be
either tagged or untagged. Heterogeneous frane type support
achieved with NSP functionality is outside the scope of this
docunent .

- Ethernet port or Ethernet VLAN status notification is provided
using the PWStatus TLV in the Label Distribution Protocol (LDP)
status notification nmessage. Loss of connectivity between PEs
can be detected by the LDP session closing, or by using [VCCV]
mechani sms. The PE can convey these indications back to its
attached Renote System

- The maxi mum frane size that can be supported is limted by the
PSN MIU ni nus the MPLS header size, unless fragnentation and
reassenbly are used [ FRAG .

- The packet switched network nay reorder, duplicate, or silently
drop packets. Sequencing MAY be enabled in the Ethernet or
Et hernet VLAN PWto detect |ost, duplicate, or out-of-order
packets on a per-PW basis.

- The faithful ness of an Ethernet or Ethernet VLAN PWnay be
i ncreased by leveraging Quality of Service features of the PEs
and the underlying PSN. (See Section 4.7, "Q0S
Consi derations”.)
4. Details Specific to Particular Enul ated Services
4.1. FEthernet Tagged Mode

The Ethernet frane will be encapsul ated according to the procedures

defined later in this docunent for tagged node. |t should be noted
that if the VLAN identifier is nodified by the egress PE, the
Et hernet spanning tree protocol nmight fail to work properly. If this

issue is of significance, the VLAN identifier MJST be selected in
such a way that it matches on the attachnent circuits at both ends of
t he PW
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If the PE detects a failure on the Ethernet physical port, or the
port is administratively disabled, it MJST send a PW status
notification nmessage for all PW associated with the port.

This node uses service-delimting tags to map i nput Ethernet frames
to respective PW and corresponds to PWtype 0x0004 "Ethernet Tagged
Mode" [ ANA].

4.2. Ethernet Raw Mbde

The Ethernet frane will be encapsul ated according to the procedures
defined later in this docunent for raw node. |If the PE detects a
failure on the Ethernet input port, or the port is adm nistratively
di sabl ed, the PE MUST send an appropriate PWstatus notification
nmessage to the correspondi ng renote PE.

In this node, all Ethernet frames received on the attachnent circuit
of PE1 will be transmitted to PE2 on a single PW This service
corresponds to PWtype 0x0005 "Ethernet"” [l ANA].

4.3. FEthernet-Specific Interface Parameter LDP Sub-TLV

This LDP sub-Type Length Val ue [LDP] specifies interface-specific
paraneters. Wen applicable, it MJST be used to validate that the
PEs, and the ingress and egress ports at the edges of the circuit,
have the necessary capabilities to interoperate with each other. The
Interface parameter TLV is defined in [PWE3-CTRL], the | ANA registry
with initial values for interface paranmeter sub-TLV types is defined
in [IANA], but the Ethernet-specific interface paraneters are
specified as foll ows:

- 0x06 Requested VLAN I D Sub-TLV

An Optional 16-bit value indicating the requested VLAN ID. This
paraneter MJST be used by a PE that is incapable of rewiting
the 802.1Q Ethernet VLAN tag on output. |f the ingress PE
receives this request, it MJST rewite the VLAN I D contai ned

i nside the VLAN Tag at the input to nmatch the requested VLAN |D.
If this is not possible, and the VLAN | D does not already match
the configured ingress VLAN I D, the PWMJST not be enabl ed.

This paranmeter is applicable only to PWtype 0x0004.

Martini, et al. St andards Track [ Page 8]



RFC 4448 Encapsul ati on of Ethernet over MPLS April 2006

4.4, Generic Procedures
When t he NSP/ Forwarder hands a frame to the PWternination function
- The preanble (if any) and FCS are stripped off.

- The control word as defined in Section 4.6, "The Control Wrd"
is, if necessary, prepended to the resulting frame. The
condi tions under which the control word is or is not used are
speci fi ed bel ow

- The proper pseudowi re denultiplexer (PWLabel) is prepended to
the resulting packet.

- The proper tunnel encapsulation is prepended to the resulting
packet .

- The packet is transmtted.

The way in which the proper tunnel encapsul ation and pseudow re
demul ti pl exer is chosen depends on the procedures that were used to
set up the pseudow re

The tunnel encapsul ati on depends on how the MPLS PSN is set up. This
can include no | abel, one label, or nmultiple |abels. The proper
pseudowi re demul tiplexer is an MPLS | abel whose val ue is deternined
by the PWsetup and nai nt enance protocols.

When a packet arrives over a PW the tunnel encapsul ation and PW
demul ti plexer are stripped off. |If the control word is present, it
is processed and stripped off. The resulting frane is then handed to
t he Forwarder/NSP. Regeneration of the FCS is considered to be an
NSP responsi bility.

4.4.1. Raw Mdde vs. Tagged Modde

When the PE receives an Ethernet franme, and the franme has a VLAN tag,
we can distinguish two cases

1. The tag is service-delinmting. This nmeans that the tag was
pl aced on the frame by sone piece of service provider-operated
equi pnent, and the tag is used by the service provider to
di stinguish the traffic. For exanple, LANs fromdifferent
customers might be attached to the same service provider
switch, which applies VLAN tags to distinguish one custoner’s
traffic fromanother’'s, and then forwards the frames to the PE
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2. The tag is not service-deliniting. This neans that the tag was
placed in the frame by a piece of custoner equiprment, and is
not neani ngful to the PE

Whet her or not the tag is service-delimting is determ ned by |oca
configuration on the PE

If an Ethernet PWis operating in raw node, service-deliniting tags
are NEVER sent over the PW |If a service-delinmting tag is present
when the frame is received fromthe attachnent circuit by the PE, it
MUST be stripped (by the NSP) fromthe frane before the frame is sent
to the PW

If an Ethernet PWis operating in tagged node, every franme sent on
the PW MJST have a service-delimting VLANtag. |If the frame as
received by the PE fromthe attachnment circuit does not have a
service-delimting VLAN tag, the PE nust prepend the frane with a
dunmy VLAN tag before sending the frame on the PW This is the
default operating node. This is the only REQU RED node.

In both nodes, non-service-delinmiting tags are passed transparently

across the PWas part of the payload. It should be noted that a
singl e Et hernet packet may contain nore than one tag. At nost, one
of these tags may be service-delimting. |In any case, the NSP

function may only inspect the outernost tag for the purpose of
adapting the Ethernet frane to the pseudow re.

In both nodes, the service-delimting tag val ues have only | oca
significance, i.e., are neaningful only at a particul ar PE-CE
interface. When tagged node is used, the PE that receives a frane
fromthe PWnmay rewite the tag value, or may strip the tag entirely,
or may | eave the tag unchanged, depending on its configuration. Wen
raw node is used, the PE that receives a frane may or nay not need to
add a service-delimting tag before transnmtting the frane on the
attachnent circuit; however, it MJST not rewite or renpove any tags
that are already present.

The following table illustrates the operations that m ght be
performed at input fromthe attachment circuit:

o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
| Tag-> | service delimting | non service deliniting
[------------- - S U
| Raw Mbde | 1st VLAN Tag Renoved| no operation perforned|
[------------- T Ty mmmmemeeeeeeeeeeae e
| Tagged Mode | NO OP or Tag Added | Tag Added |
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
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4.4.2. MU Managenent on the PE/ CE Links

The Et hernet PW MJST NOT be enabled unless it is known that the MIUs
of the CE-PE links are the sanme at both ends of the PW If an egress
router receives an encapsul ated |layer 2 PDU whose payl oad | ength
(i.e., the length of the PDU itself w thout any of the encapsul ation
headers) exceeds the MIU of the destination |ayer 2 interface, the
PDU MJUST be dropped.

4.4.3. Frane Ordering

In general, applications running over Ethernet do not require strict
franme ordering. However, the |EEE definition of 802.3 [802. 3]
requires that frames fromthe same conversation in the context of
link aggregation (clause 43) are delivered in sequence. Moreover,
the PSN cannot (in the general case) be assumed to provide or to
guarantee frame ordering. An Ethernet PWcan, through use of the

control word, provide strict frame ordering. |If this optionis
enabl ed, any franmes that get misordered by the PSN will be dropped or
reordered by the receiving PWendpoint. |If strict frane ordering is

a requirement for a particular PW this option MJUST be enabl ed.
4.4.4. Frane Error Processing

An encapsul ated Ethernet franme traversing a pseudowi re may be
dropped, corrupted, or delivered out-of-order. As described in

[ PVE3-REQ, frane |oss, corruption, and out-of-order delivery are
considered to be a "generalized bit error" of the pseudowire. PW
franes that are corrupted will be detected at the PSN | ayer and

dr opped.

At the ingress of the PW the native Ethernet frane error processing
mechani sms MJST be enabl ed. Therefore, if a PE device receives an
Et hernet frame contai ning hardware-1evel Cyclic Redundancy Check
(CRC) errors, framing errors, or a runt condition, the frame MJST be
di scarded on input. Note that defining this processing is part of
the NSP function and is outside the scope of this docunent.

4.4.5. | EEE 802. 3x Fl ow Control Interworking

In a standard Ethernet network, the flow control mechanismis
optional and typically configured between the two nodes on a point-
to-point link (e.g., between the CE and the PE). |EEE 802. 3x PAUSE
franmes MJUST NOT be carried across the PW See Appendix A for notes
on CE-PE fl ow control
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4.5. Managenent

The Ethernet PW nmanagenent nodel follows the general PW nanagenent
nmodel defined in [ RFC3985] and [ PWE3-M B]. Many comon PW nmanagenent
facilities are provided here, with no additional Ethernet specifics
necessary. FEthernet-specific paraneters are defined in an additiona
M B nodul e, [PWM B].

4.6. The Control Wrd

The control word defined in this section is based on the CGeneric PW
MPLS Control Wrd as defined in [PWNE3-CW. It provides the ability
to sequence individual frames on the PW avoi dance of equal - cost

mul ti pl e-path | oad-bal anci ng (ECMP) [ RFC2992], and Operations and
Managenment (OAM nechani sns i ncl udi ng VCCV [ VCCV] .

[ PAE3-CW states, "If a PWis sensitive to packet misordering and is
being carried over an MPLS PSN t hat uses the contents of the MPLS
payl oad to select the ECMP path, it MJST enpl oy a nmechani sm which
prevents packet nisordering." This is necessary because ECW

i mpl enent ati ons may exanine the first nibble after the MPLS | abe
stack to determ ne whether the |abelled packet is IP or not. Thus,
if the source MAC address of an Ethernet frane carried over the PW
wi thout a control word present begins with Ox4 or Ox6, it could be
m staken for an I Pv4 or | Pv6 packet. This could, depending on the
configuration and topol ogy of the MPLS network, lead to a situation
where all packets for a given PWdo not follow the same path. This
may i ncrease out-of-order frames on a given PW or cause OAM packets
to follow a different path than actual traffic (see Section 4.4.3,
"Frane Ordering").

The features that the control word provides may not be needed for a
given Ethernet PW For exanple, ECVP may not be present or active on
a given MPLS network, strict frame sequencing nay not be required,
etc. If this is the case, the control word provides little value and
is therefore optional. Early Ethernet PWinpl enentations have been
depl oyed that do not include a control word or the ability to process
one if present. To aid in backwards conpatibility, future

i mpl erent ati ons MUST be able to send and receive frames without the
control word present.

In all cases, the egress PE MUST be aware of whether the ingress PE

will send a control word over a specific PW This nmay be achi eved by
configuration of the PEs, or by signaling, as defined in [ PNE3-CTRL].
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The control word is defined as fol |l ows:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

|0 0 0 Of Reserved | Sequence Number
B s S S i i i ks a ks st S S S S S S

In the above diagram the first 4 bits MJST be set to O to indicate
PWdata. The rest of the first 16 bits are reserved for future use.
They MJST be set to 0 when transmitting, and MJST be ignored upon
receipt.

The next 16 bits provide a sequence nunber that can be used to
guarantee ordered franme delivery. The processing of the sequence
nunber field is OPTI ONAL.

The sequence nunber space is a 16-bit, unsigned circul ar space. The
sequence nunber value 0 is used to indicate that the sequence nunber
check algorithmis not used. The sequence nunber processing
algorithmis found in [ PNE3-CW .

4.7. QoS Considerations

The i ngress PE MAY consider the user priority (PRI) field [802.1Q of
the VLAN tag header when deternining the value to be placed in a QS
field of the encapsul ating protocol (e.g., the EXP fields of the MPLS
| abel stack). In a simlar way, the egress PE MAY consider the QS
field of the encapsul ating protocol (e.g., the EXP fields of the MPLS
| abel stack) when queuing the frane for transm ssion towards the CE

A PE MJUST support the ability to carry the Ethernet PWas a best-
effort service over the MPLS PSN. PRI bits are kept transparent
bet ween PE devices, regardl ess of the QoS support of the PSN

If an 802.1Q VLAN field is added at the PE, a default PRI setting of
zero MJST be supported, a configured default value is recommended, or
the val ue may be nmapped fromthe QS field of the PSN, as referred to
above.

A PE may support additional QS support by nmeans of one or nore of
the foll ow ng nethods:

i. One class of service (CoS) per PWENnd Service (PWES), napped
to a single CoS PWat the PSN
ii. Miltiple CoS per PWES mapped to a single PWwith nultiple
CoS at the PSN
iii. Miltiple CoS per PWES mapped to nmultiple PW at the PSN
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Exanpl es of the cases above and details of the service napping
consi derations are described in Appendix B

The PWguaranteed rate at the MPLS PSN | evel is PWservice provider
policy based on agreement with the custonmer, and may be different
fromthe Ethernet physical port rate.

5. Security Considerations

The Ethernet pseudowire type is subject to all of the genera
security considerations discussed in [ RFC3985] and [ PWE3-CTRL].

The Ethernet pseudowire is transported on an MPLS PSN; therefore, the
security of the pseudowire itself will only be as good as the
security of the MPLS PSN. The MPLS PSN can be secured by various

nmet hods, as described in [ MPLS- ARCH]

Security achieved by access control of MAC addresses is out of the
scope of this docunent. Additional security requirements related to
the use of PWin a switching (virtual bridging) environment are not
di scussed here as they are not within the scope of this docunent.

6. PSN MIU Requirenents

The MPLS PSN MUST be configured with an MU that is |arge enough to
transport a maxi mum sized Ethernet frame that has been encapsul ated
with a control word, a pseudowire demultiplexer, and a tunnel
encapsul ation. Wth MPLS used as the tunneling protocol, for
exanple, this is likely to be 8 or nore bytes greater than the

| argest frane size. The nethodol ogy described in [ FRAG MAY be used
to fragnent encapsul ated franes that exceed the PSN MIU. However, if
[FRAG is not used and if the ingress router determines that an
encapsul ated |l ayer 2 PDU exceeds the MIU of the PSN tunnel through
which it nmust be sent, the PDU MJST be dropped.
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Appendi x A.  Interoperability QGuidelines
A.1. Configuration Options

The following is a list of the configuration options for a point-to-
poi nt Ethernet PWbased on the reference points of Figure 3:

Servi ce and | Encap on C | Operation at B | Remarks
Encap on A | | i ngress/ egress
_____________________________ |_______________|__________________
1) Raw | Raw - Sane as |

| A | |

| | |
2) Tagl | Tag2 | Optional change| VLAN can be

| | of VLAN value | 0-4095

| | | Change allowed in

| | | both directions
-------------- R Rl R EEE TR
3) No Tag | Tag | Add/ remove Tag | Tag can be

| |[field | 0-4095

| | | (note i)

: : '
4) Tag No Tag | Renove/ add Tag (note ii)

[field

Fi gure 4: Configuration Options
Al | onwed conbi nati ons:

Raw and ot her services are not allowed on the sanme NSP virtual port
(A). Al other conbinations are allowed, except that conflicting
VLANs on (A) are not allowed. Note that in nost point-to-point PW
applications the NSP virtual port is the sanme entity as the physica
port.

Not es:
i. Mde #3 MAY be limted to adding VLAN NULL only, since

change of VLAN or association to specific VLAN can be done
at the PW CE-bound si de.
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ii. Mde #4 exists in layer 2 switches, but is not recomended
when operating with PWsince it may not preserve the user’s
PRI bits. |If there is a need to renove the VLAN tag (for
TLS at the other end of the PW, it is recommended to use
nmode #2 with tag2=0 (NULL VLAN) on the PWand use node #3 at
the other end of the PW

A. 2. | EEE 802. 3x Flow Control Considerations

If the receiving node becones congested, it can send a special frane,
called the PAUSE frame, to the source node at the opposite end of the
connection. The inplenentation MJST provide a nechani smfor

term nating PAUSE franes locally (i.e., at the local PE). It MJST
operate as follows: PAUSE frames received on a |ocal Ethernet port
SHOULD cause the PE device to buffer, or to discard, further Ethernet
franes for that port until the PAUSE condition is cleared.

Optionally, the PE MAY sinply discard PAUSE franes.

If the PE device w shes to pause data received on a | ocal Ethernet
port (perhaps because its own buffers are filling up or because it
has received notification of congestion within the PSN), then it MAY
i ssue a PAUSE franme on the |local Ethernet port, but MJST clear this
condition when willing to receive nore data.

Appendi x B. QS Details

Section 4.7, "QS Considerations", describes various nodes for
supporting PWQOS over the PSN. Exanples of the above for a point-
to- poi nt VLAN service are:

- The classification to the PWis based on VLAN field, but the
user PRI bits are mapped to different CoS marki ngs (and network
behavior) at the PWlevel. An exanple of this is a PWmapped to
an E-LSP in an MPLS network

- The classification to the PWis based on VLAN field and the PR
bits, and frames with different PRI bits are nmapped to different
PW. An exanple is to map a PWES to different L-LSPs in MPLS
PSN in order to support nultiple CoS over an L-LSP-capable
network, or to map a PWES to nmultiple L2TPv3 sessions [L2TPv3].

The specific value to be assigned at the PSN for various CoS is
out of the scope of this docunent.
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It is not required that the PSN will have the same CoS definition of
CoS as defined in [802.1Q, and the mappi ng of 802.1Q CoS to PSN CoS
is application specific and depends on the agreenent between the
the follow ng principles
adopted from 802. 1Q Table 8-2, MJIST be net when applying the set of

custoner and the PWprovider. However,

PSN CoS based on user’'s PRI bits.

| #of avail able classes of service
|
|
|

R e e R i S
1123|456 7|38

User |
Priority | R B
0 Best Effort||] O] O] O] 1| 1] 1
(Defaul t) Mt 1 |
------------ I I e e R i
1 Background || O] O] O] O] O] O
Mt 1 |
------------ [[---4---F-m oo oo -
2 Spare [] O] 0] O] O] O] O
Mt 1 |
------------ I I e e R i
3 Excellent || O] O] O] 1| 1] 2
Effort Mt 1 |
------------ [[---4---F-m oo oo -
4 Controlled || O] 2| 2| 2] 2| 3
Load Mt 1 |
------------ I I e e R i
5 Interactive|]|] O] 1| 2] 2| 3| 4
Mul ti nedi a | | | | | | |
------------ [[---4---F-m oo oo -
6 Interactive||] O] 1| 2] 3| 4] 5
Voi ce Mt 1 |
------------ I I e e R i
7 Networ k [l O] 2] 2] 3] 4] 5|
Control M r rr & 1 1 |1
------------ IR R S S S e e

Figure 5: | EEE 802.1Q CoS Mappi ng
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B.2. Drop Precedence

The 802. 1P standard does not support drop precedence; therefore, from
t he PW PE-bound point of viewthere is no mapping required. It is,
however, possible to mark different drop precedence for different PW
frames based on the operator policy and required network behavior.
This functionality is not discussed further here.

PSN QoS support and signaling of QoS are out of the scope of this
docurnent .
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Acknowl edgenent

Funding for the RFC Editor function is provided by the | ETF
Admini strative Support Activity (IASA)

Martini, et al. St andards Track [ Page 24]



Exhibit 9




Net wor k Wor ki ng Group L. Martini, Ed

Request for Comments: 4619 Ci sco Systens, Inc.
Cat egory: Standards Track C. Kawa, Ed
Oz Communi cati ons

A Mlis, Ed.

Tel | abs

Sept ember 2006

Encapsul ati on Met hods for Transport of Frane Relay over
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Thi s docunent specifies an Internet standards track protocol for the
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i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Copyright Notice
Copyright (C The Internet Society (2006).

Abst r act
A frame relay pseudowire is a mechanismthat exists between a
provi der’s edge network nodes and that supports as faithfully as
possi ble frane relay services over an MPLS packet swi tched network

(PSN). This docunent describes the detail ed encapsul ati on necessary
to transport frane relay packets over an MPLS networKk.
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12. Informative References . ....... .. ... 15

1. I nt roduction

In an MPLS or IP network, it is possible to use control protocols
such as those specified in [ RFC4447] to set up "pseudow res" (PW)
that carry the Protocol Data Units of |layer 2 protocols across the
network. A nunmber of these enmulated PW nmay be carried in a single
tunnel. The main functions required to support franme relay PWby a
Provi der Edge (PE) i nclude:

- encapsul ation of frane relay specific information in a suitable
pseudowi re (PW packet;

- transfer of a PWpacket across an MPLS network for delivery to a
peer PE;

- extraction of frame relay specific information froma PW packet by
the renote peer PE;
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- regeneration of native frame relay franes for forwardi ng across an
egress port of the renote peer PE;, and

- execution of any other operations as required to support frame
relay service

Thi s docunent specifies the encapsul ation for the enul ated frane
relay VC over an MPLS PSN. Although different |ayer 2 protocols
require different information to be carried in this encapsul ation, an
attenpt has been nade to nmake the encapsul ati on as conmon as possible
for all layer 2 protocols. Oher layer 2 protocols are described in
separate docunents. [ATM |[RFC4448] [RFC4618]

The following figure describes the reference nodels that are derived
from [ RFC3985] to support the frane relay PWenul ated services.

R LR T Enul ated Service ---------------- >

|

| .

| | <------- Pseudowire ------- >|
|

| | <-- PSN Tunnel --3>| |
|

|
|
|
: :
PW End \Y \Y \Y V PWENnd |
V Service +----+ +----+ Service V
|

- + | PE1| | PE2]| | - +
| I PAL. . ........... [---------- | |
| CE1 | | | | | | | | CE2 |
| [---------- [ PW............. [---------- | |
to---- + N | | | | |~ A---- +

A +--- -+ +--- -+ | A

| Provi der Edge 1 Provi der Edge 2 |

(. (PE1L) (PE2) ||
Cust oner | | Customer
Edge 1 | | Edge 2

' :

Attachment Crcuit (AC Attachment Crcuit (AC
native frane relay service native frane relay service

Figure 1. PWE3 frame relay PVC interface reference configuration

Two mappi ng nodes can be defined between frane relay VCs and

pseudowi res: The first one is called "one-to-one" mappi ng, because
there is a one-to-one correspondence between a frane relay VC and one
pseudowi re. The second mapping is called "nmany-to-one" mapping or
"port node" because nultiple frame relay VCs assigned to a port are
mapped to one pseudowire. The "port node" encapsulation is identica
to Hi gh-Level Data Link Control (HDLC) pseudow re encapsul ation

which is described in [ RFC4618].
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2.

Speci fication of Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

Bel ow are the definitions for the terns used throughout the docunent.
PWE3 definitions can be found in [ RFC3916, RFC3985]. This section
defines terns specific to frame rel ay.

- Forward direction

The forward direction is the direction taken by the frane being
f orwar ded.

- Backward direction

In frame relay, it is the direction opposite to the direction taken
by a frame being forwarded (see al so forward direction).

Co- aut hor s

The follow ng are co-authors of this docunent:

Nasser El - Aawar Level 3 Communi cations, LLC
Eric C. Rosen Ci sco Systens

Dani el Tappan Ci sco Systens
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Kireeti Konpella Juni per Networks, Inc.

St eve Vogel sang Laurel Networks, Inc.

Vi nai Sirkay Rel i ance | nfocomm

Ravi Bhat Noki a

Ni shit Vasavada Noki a

G les Heron Tel | abs

Dimtri Stratton Vlachos Mazu Networks, | nc.

Chris Liljenstol pe Cable & Wreless

Prayson Pate Overture Networks, Inc
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4. Acronyns and Abbrevi ations

BECN Backward Explicit Congestion Notification

CE Cust onmer Edge

C/'R Command/ Response

DE Discard Eligibility

DLCl Data Link Connection ldentifier
FCS Frame Check Sequence

FECN Forward Explicit Congestion Notification
FR Frame Rel ay

LSP Label Switched Path

LSR Label Switching Router

MPLS Mul ti protocol Label Switching
MIuU Maxi mum Transfer Unit

NNI Net wor k- Net work I nterface

PE Provi der Edge

PSN Packet Switched Network

PW Pseudowi r e

PVE3 Pseudowi re Emul ati on Edge to Edge
PGS Packet over SONET/ SDH

PVC Permanent Virtual Grcuit

QS Quality of Service

SVC Switched Virtual CGrcuit

UNI User-Network Interface

VC Virtual Grcuit

5. Applicability Statenent

Frame relay over PWservice is not intended to emul ate the
traditional frane relay service perfectly, but it can be used for
applications that need frane relay transport service.

The following are notable differences between traditional frane relay
service and the protocol described in this docunent:

- Frane ordering can be preserved using the OPTI ONAL sequence field
in the control word; however, inplenentations are not required to
support this feature.

- The Quality of Service nodel for traditional frame relay can be
enul at ed; however, this is outside the scope of this document.

- A Franme relay port node PWdoes not process any frane relay status
messages or alarnms as described in [ (@22] [Q33]

- The frane relay BECN and FECN bit are transparent to the MPLS
network and cannot reflect the status of the MPLS network.
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6.

- Support for frane relay SVC and Switched Pernmanent Virtual Grcuit
(SPVC) is outside the scope of this docunent.

- Frame relay Local Managenent Interface (LM) is termnated locally
in the PE connected to the frame relay attachment circuit.

- The support of PVC link integrity check is outside the scope of
this docunent.

Ceneral Encapsul ati on Met hod
The general frane relay pseudow re packet format for carrying frame

relay information (user’'s payload and frane relay contro
i nformation) between two PEs is shown in Figure 2.

|
| MPLS Transport header |
| (As required) |

e +
| Pseudowi re (PW Header |
Fom e m e e e e e e e e e e e +
| Control Word |
o e e m e e e e e e e e e e oo oo - +
| FR Service

| Payl oad |
o m e e e e e e e e a o a oo +

Figure 2. General format of frame relay encapsul ati on over PSN

The PW packet consists of the following fields: Control word and
Payl oad, preceded by the MPLS Transport and pseudow re header. The
nmeani ng of the different fields is as follows:

- MPLS Transport header is specific to the MPLS network. This
header is used to switch the PW packet through the MPLS core.

- PW header contains an identifier for nultiplexing PW w thin
an MPLS tunnel

-iii. Control Wrd contains protocol control information for
providing a frane relay service. |Its structure is provided in
the follow ng sections.

-iv. The content of the frane relay service payload field depends
on the mappi ng node. In general it contains the layer 2 frame
relay frane.
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7. Frame Relay over MPLS PSN for the One-to-One Mde

7.1. MPLS PSN Tunnel and PW
MPLS | abel switched paths (LSPs) called "MPLS Tunnel s" are used
bet ween PEs and are used within the MPLS core network to forward PW
packets. An MPLS tunnel corresponds to "PSN Tunnel" of Figure 1.
Several PW may be nested inside one MPLS tunnel. Each PWcarries
the traffic of a single frane relay VC. In this case, the PW header
is an MPLS | abel called the PWI abel.

7.2. Packet Format over MPLS PSN

For the one-to-one mappi ng node for frane relay over an MPLS network,
the PW packet format is as shown in Figure 3.

o e e m e e e e e e e e e e oo oo - +
| MPLS Tunnel | abel (s) | n*4 octets (four octets per |abel)
e +

| PW | abel | 4 octets

Fom e m e e e e e e e e e e e +

| Control Word |

| (See Figure 4) | 4 octets

o m e e e e e eae oo +

Payl oad

|

(Frame relay frame |
| n octets
|

I

| _ lay f1

| i nformation field)
I

Figure 3. Frame Relay over MPLS PSN Packet for the
One-t o- One Mappi ng

The meaning of the different fields is as foll ows:

- MPLS Tunnel | abel (s)
The MPLS Tunnel |abel (s) corresponds to the MPLS transport header
of Figure 2. The label(s) is/are used by MPLS LSRs to forward a PW
packet fromone PE to the other.

- PW Label
The PW I abel identifies one PW(i.e., one LSP) assigned to a frame
relay VC in one direction. It corresponds to the PW header of

Figure 2. Together the MPLS Tunnel |abel (s) and PWI abel form an
MPLS | abel stack [RFC3032].
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- Control Word

The Control Word contains protocol control information. |Its
structure is shown in Figure 4.

- Payl oad

The payl oad field corresponds to X. 36/ X. 76 franme relay frane
information field with the follow ng conponents renoved: bit/byte
stuffing, frame relay header, and FCS. It is RECOMVENDED to
support a frame size of at |east 1600 bytes. The maxi mum | ength of
the payload field MJST be agreed upon by the two PEs. This can be
achi eved by using the MIU i nterface paraneter when the PWis
established. [RFC4447]

7.3. The Control Wrd

The control word defined belowis REQU RED for frane rel ay one-to-one
node. The control word carries certain frame relay specific
information that is necessary to regenerate the frane relay frame on
the egress PE. Additionally, the control word also carries a
sequence nunmber that can be used to preserve sequentiality when

carrying franme relay over an MPLS network. Its structure is as
fol | ows:
0 1 2 3

01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
|0 O O Ol FBIDCFRG Length | Sequence Nunber
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Figure 4. Control Wrd structure for the one-to-one nappi ng node

The meaning of the Control Word fields (Figure 4) is as follows (see
al so [ X36 and X76] for frame relay bits):

- Bits 0to 3

In the above diagram the first 4 bits MIJST be set to 0 to
i ndi cate PW dat a.

F (bit 4) FR FECN (Forward Explicit Congestion Notification) bit.

B (bit 5) FR BECN (Backward Explicit Congestion Notification) bit.

D (bit 6) FRDE bit (Discard Eligibility) bit.

C (bit 7) FR frane C R (Conmand/ Response) bit.
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7.

7.

7.

- FRG (bits 8 and 9): These bits are defined by [ RFC4623].
- Length (bits 10 to 15)

If the PWtraverses a network link that requires a mninumfrane
size (a notable exanple is Ethernet), padding is required to reach
its mnimumfrane size. |If the frame’'s length (defined as the

I ength of the layer 2 payload plus the Iength of the control word)
is less than 64 octets, the length field MUST be set to the PW
payl oad I ength. Oherwise, the length field MIJST be set to zero.
The value of the length field, if non-zero, is used to renove the
paddi ng characters by the egress PE

- Sequence nunber (Bit 16 to 31)

Sequence nunbers provi de one possible nechanismto ensure the
ordered delivery of PWpackets. The processing of the sequence
nunber field is OPTIONAL. The sequence nunber space is a 16-bit
unsi gned circul ar space. The sequence nunber value 0 is used to
i ndicate that the sequence nunber check algorithmis not used.

4. The Martini Legacy Mdde Control Word

For backward conpatibility to existing inplenentations, the follow ng
version of the control word is defined as the "nmartini node CW for
franme rel ay.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

|0 O 0 OQ|BlFD CFRG Length | Sequence Nunber

T T ik e S e e i e e ik S SR SR SR SR
Figure 5. Control Word structure for the frame relay martini node
Note that the "B" and "F" bits are reversed.

This control word format is used for PWtype "Frane Relay DLCl (
Martini Mde )"

5. PWPacket Processing
5.1. Encapsul ation of Frane Relay Franes
The encapsul ation process of a frame relay frame is initiated when a

PE receives a frame relay frane fromone of its frame relay UNIl or
NNl [FRF1] [FRF2] interfaces. The PE generates the follow ng fields
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of the control word fromthe corresponding fields of the frane relay
frane as foll ows:

- Conmand/ Response (C/R or C) bit: The C bit is copied unchanged in
the PW Control Word.

- The DE bit of the frame relay frane is copied into the D bit field.
However, if the D bit is not already set, it MAY be set as a result
of ingress frane policing. If it is not already set by the copy
operation, setting of this bit by a PE is OPTIONAL. The PE MJST
NOT clear this bit (set it to O if it was received with the val ue
of 1).

- The FECN bit of the frane relay frame is copied into the F bit
field. However, if the F bit is not already set, it MAY be set to
refl ect a congestion situation detected by the PE. If it is not
al ready set by the copy operation, setting of this bit by a PEis
OPTIONAL. The PE MJST NOT clear this bit (set it to 0O if it was
received with the value of 1)

- The BECN bit of the frane relay frame is copied into the B bit
field. However, if the B bit is not already set, it MAY be set to
refl ect a congestion situation detected by the PE. If it is not
al ready set by the copy operation, setting of this bit by a PEis
OPTIONAL. The PE MJST NOT clear this bit (set it to O if it was
received with the value of 1).

- If the PWpacket length (defined as the length of the payload plus
the length of the control word) is less than 64 octets, the length
field MUST be set to the packet’s length. Oherw se, the length
field MUST be set to zero.

- The sequence nunber field is processed if the PWuses sequence
nunbers. [ RFC4385]

- The payl oad of the PWpacket is the contents of ITUT
Recommendati ons X. 36/ X. 76 [ X36] [X76] frame relay frame information
field stripped fromany bit or byte stuffing.
7.5.2. Setting the Sequence Nunber
For a given PWand a pair of routers PEl and PE2, if PEl supports

packet sequencing, then the procedures in [ RFC4385], Section 4.1,
MUST be foll owed.
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7.6. Decapsul ation of PW Packets

When a PE receives a PWpacket, it processes the different fields of
the control word in order to decapsulate the frame relay frane for
transmssion to a CE on a frane relay UNI or NNI. The PE perforns
the follow ng actions (not necessarily in the order shown):

- It generates the following frane relay franme header fields fromthe
correspondi ng fields of the PWpacket.

- The R bit MIST be copied in the frame rel ay header
- The D bit MJST be copied into the frane relay header DE bit.

- The F bit MJST be copied into the franme relay header FECN bit. |If
the F bit is set to zero, the FECN bit may be set to one, depending
on the congestion state of the PE device in the forward direction
Changing the state of this bit by a PE is OPTI ONAL.

- The B bit MJST be copied into the franme relay header BECN bit. |If
the B bit is set to zero, the BECN bit nmay be set to one, depending
on the congestion state of the PE device in the backward direction
Changing the state of this bit by a PE is OPTI ONAL.

- It processes the length and sequence field, the details of which
are in the follow ng sub-sections.

- It copies the frame relay information field fromthe contents of
t he PW packet payl oad after renmpving any paddi ng.

Once the above fields of a FR frame have been processed, the standard

HDLC operations are perforned on the frame relay frane: the HDLC

header is added, any bit or byte stuffing is added as required, and

the FCS is al so appended to the frane. The FR frane is then queued

for transm ssion on the selected franme relay UNI or NNl interface.
7.6.1. Processing the Sequence Nunber

If a router PE2 supports received sequence nunber processing, then
the procedures in [ RFC4385], Section 4.2, MJIST be used.

7.6.2. Processing of the Length Field by the Receiver

Any padding octet, if present, in the payload field of a PW packet
recei ved MIST be renoved before forwardi ng the data.

- If the Length field is set to zero, then there are no paddi ng
octets follow ng the payload field.
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- Oherwise, if the payload is longer, then the | ength specified in
the control word paddi ng characters are renoved according to the
length field.

7.7. MPLS Shi m EXP Bit Val ues

If it is desired to carry Quality of Service infornation, the Quality
of Service information SHOULD be represented in the Experinmental Use
Bits (EXP) field of the PWMPLS | abel [RFC3032]. |If nore than one
MPLS | abel is inposed by the ingress LSR the EXP field of any | abels
hi gher in the stack SHOULD al so carry the sanme val ue.

7.8. MPLS ShimsS Bit Val ue

The ingress LSR, PEl, MJST set the S bit of the PWIlabel to a value
of 1 to denote that the PWIlabel is at the bottom of the stack

7.9. Control Plane Details for Frane Relay Service

The PE MJST provide franme relay PVC status signaling to the frane
relay network. |If the PE detects a service-affecting condition for a
particular DLCI, as defined in [@33] Q 933, Annex A 5, sited in IA
FRF1.1, the PE MJUST communicate to the renote PE the status of the PW
that corresponds to the frane relay DLCI status. The Egress PE
SHOULD generate the corresponding errors and alarns as defined in
[@22] [@Q@33] on the egress Frane relay PVC

There are two frame relay flags to control word bit mappings

descri bed below. The | egacy bit ordering scheme will be used for a
PW of type 0x0001, "Frane Relay DLCI (Martini Mode)", and the new bit
ordering schene will be used for a PWof type 0x0019, "Franme Rel ay
DLCI". The | ANA allocation registry of "Pseudowire Type" is defined
in [ RFC4446] along with initial allocated val ues.

7.9.1. Franme Relay Specific Interface Paraneter Sub-TLV

A separate docunent, [RFC4447], describes the PWcontrol and

mai nt enance protocol in detail, including generic interface paraneter
sub-TLVs. The interface paraneter information, when applicable, MJST
be used to validate that the PEs and the ingress and egress ports at
the edges of the circuit have the necessary capabilities to
interoperate with each other. The Interface paraneter TLV is defined
in [RFC4447], and the I ANA registry with initial values for interface
paranet er sub-TLV types is defined in [ RFC4446], but the frame rel ay
specific interface parameter sub-TLV types are specified as foll ows:

- 0x08 Frame Rel ay Header Length Sub-TLV
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An optional 16-bit value indicating the | ength of the FR Header
expressed in octets. This OPTIONAL interface paraneter Sub-TLV can
have value of 2, 3, or 4, the default being 2. |If this Sub-TLV is
not present, the default value of 2 is assuned.

8. Frane Relay Port Mode

The frame relay port node PWshares the same encapsul ation as the
HDLC PWand is described in the respective docunent. [RFC4618]

9. Congestion Contro

As explained in [ RFC3985], the PSN carrying the PWnmay be subject to
congestion, the characteristics of which depend on PSN type, network
architecture, configuration, and |oading. During congestion, the PSN
may exhi bit packet loss that will inpact the service carried by the
frane relay PW In addition, since frame relay PW carry a variety
of services across the PSN, including but not restricted to TCP/IP
they may or may not behave in a TCP-friendly nanner prescribed by
[RFC2914]. In the presence of services that reduce transni ssion

rate, frame relay PW may thus consune nore than their fair share and
in that case SHOULD be halted

Whenever possible, frame relay PW should be run over traffic-
engi neered PSNs providing bandwi dt h al | ocati on and admi ssion contro

mechani sms. | nt Serv-enabl ed donai ns providing the Guaranteed Service
(GS) or DiffServ-enabl ed domai ns using EF (expedited forwarding) are
exanpl es of traffic-engineered PSNs. Such PSNs will m nimze |oss

and del ay while providing some degree of isolation of the frane rel ay
PWs effects from nei ghboring streans.

Not e that when transporting frane relay, DiffServ-enabled donmai ns nmay
use AF (Assured Forwarding) and/or DF (Default Forwarding) instead of
EF, in order to place |less burden on the network and to gain
additional statistical multiplexing advantage. In particular, if the
Committed Information Rate (CIR) of a frame relay VCis zero, then it
is equivalent to a best-effort UDP over |P stream regarding
congestion: the network is free to drop frames as necessary. In
this case, the "DF" Per Hop Behavior (PHB) woul d be appropriate in a
diff-serv-TE domain. Alternatively, if the CIR of a frane relay VC
is nonzero and the DE bit is zero in the FR header, then "AF31" woul d
be appropriate to be used, and if the CIR of a frane relay VCis
nonzero but the DE bit is on, then "AF32" woul d be appropriate

[ RFC3270] .

The PEs SHOULD nonitor for congestion (by using explicit congestion

notification, [VCCV], or by neasuring packet |loss) in order to ensure
that the service using the frame relay PWnmay be nmintained. Wen a
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10.

11.

PE detects significant congestion while receiving the PWPDUs, the
BECN bits of the frame relay franme transnitted on the same PW SHOULD
be set to notify the renote PE and the renote frame relay switch of
the congestion situation. In addition, the FECN bits SHOULD be set
in the FR frames sent out the attachnment circuit, to give the FR DTE
a chance to adjust its transport |ayer advertised wi ndow, if

possi bl e.

If the PWhas been set up using the protocol defined in [RFC4447],
then procedures specified in [ RFC4447] for status notification can be
used to di sabl e packet transm ssion on the ingress PE fromthe egress
PE. The PWnmy be restarted by nmanual intervention, or by autonatic
means after an appropriate waiting tine.

Security Considerations

PWE3 provides no neans of protecting the contents or delivery of the
PW packets on behal f of the native service. PWE3 nay, however,

| everage security nmechani sns provided by the MPLS Tunnel Layer. A
nore detailed discussion of PWsecurity is given in [ RFC3985,
RFC4447, RFC3916].
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1

1

I ntroduction

RFC 3985 [1] defines the architecture for pseudow res, where a
pseudowire (PW both originates and terninates on the edge of the
same packet switched network (PSN). The PWIabel is unchanged
between the originating and terninating provider edges (PEs). This
i's now known as a singl e-segnent pseudow re (SS-PW.

Thi s docunent extends the architecture in RFC 3985 to enabl e point-
to- poi nt pseudowires to be extended through rmultiple PSN tunnels.
These are known as nulti-segnment pseudowi res (Ms5-PW). Use cases for
nmul ti-segnment pseudowi res (Ms-PWs), and the consequent requirenents,
are defined in RFC 5254 [5].

1. NMbtivation and Context

RFC 3985 addresses the case where a PWspans a single segnent between
two PEs. Such PW are terned singl e-segnent pseudow res (SS-PW) and
provi de point-to-point connectivity between two edges of a provider
network. However, there is now a requirenent to be able to construct
mul ti-segment pseudowi res. These requirenents are specified in RFC
5254 [5] and address three nain probl ens:

i How to constrain the density of the mesh of PSN tunnels when the
nunber of PEs grows to nany hundreds or thousands, while
m ninzing the conplexity of the PEs and P-routers.

ii. Howto provide PW across nultiple PSN routing domains or areas
in the sanme provider

iii. How to provide PW across nultiple provider donmains and
di fferent PSN types.

Consi der a single PWdomain, such as that shown in Figure 1. There
are 4 PEs, and PW nust be provided fromany PE to any other PE

PWs can be supported by establishing a full nesh of PSN tunnels
between the PEs, requiring a full mesh of LDP signaling adjacencies
between the PEs. PW can therefore be established between any PE and
any other PE via a single, direct PSN tunnel that is switched only by
internmedi ate P-routers (not shown in the figure). |In this case, each
PWis an SS-PW A PE nust termnate all the pseudowires that are
carried on the PSN tunnels that term nate on that PE, according to
the architecture of RFC 3985. This solution is adequate for snall
nunmbers of PEs, but the number of PEs, PSN tunnels, and signaling

adj acencies will grow in proportion to the square of the nunber of
PEs.
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For reasons of econony, the edge PEs that term nate the attachnent
circuits (ACs) are often snall devices built to very low cost with
limted processing power. Consider an exanple where a particular PE
residing at the edge of a provider network, term nates N PW to/from
N different remote PEs. This needs N PWsignaling adjacencies to be
set up and maintained. |If the edge PE attaches to a single
internediate PE that is able to switch the PW that edge PE only
needs a single adjacency to signal and naintain all N PW. The
intermedi ate switching PE (which is a larger device) needs M
signaling adjacencies, but statistically this is less than tN, where
t is the nunber of edge PEs that it is serving. Simlarly, if the
PWs are running over TE PSN tunnels, there is a statistical reduction
in the number of TE PSN tunnels that need to be set up and naintai ned
bet ween t he various PEs.

One possible solution that is nore efficient for |arge nunbers of

PEs, in particular for the control plane, is therefore to support a
partial mesh of PSN tunnels between the PEs, as shown in Figure 1.

For exanpl e, consider a PWservice whose endpoints are PE1l and PE4.
Pseudowires for this can take the path PEl->PE2->PE4 and, rather than
term nating at PE2, be switched between ingress and egress PSN
tunnels on that PE. This requires a capability in PE2 that can
concat enate PWsegnments PEl-PE2 to PWsegnments PE2-PE4. The end-to-
end PWis known as a nmulti-segnent PW

+----- + L T +
[ = = | PE2 |
| R | |
to---- + PSN Tunnel +----- +
I []\
I [\
| | | | | |
| | | PSN | | |
| | | | | |
\ [/
\ [l /
\ [/
+----- + +----- +
| PE3 |----mmmmmmmmee s | PE4 |
Lk o

Figure 1: PW Spanning a Single PSNwith Partial Mesh of PSN Tunnel s
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Figure 1 shows a sinple, flat PSN topol ogy. However, |arge provider
networks are typically not flat, consisting of nany donmins that are
connected together to provide edge-to-edge services. The elenents in
each domain are specialized for a particular role, for exanple,
supporting different PSN types or using different routing protocols.

An exanpl e application is shown in Figure 2. Here, the provider’s
network is divided into three domains: two access domains and the
core domain. The access donains represent the edge of the provider’s
networ k at which services are delivered. 1In the access domain,
simplicity is required in order to mnimze the cost of the network.
The core domai n nust support all of the aggregated services fromthe
access donmi ns, and the design requirenents here are for scalability,
performance, and information hiding (i.e., mninal state). The core
must not be exposed to the state associated with | arge nunbers of

i ndi vi dual edge-to-edge flows. That is, the core nust be sinple and
fast.

In a traditional layer 2 network, the interconnection points between
the donains are where services in the access domai ns are aggregated
for transport across the core to other access domains. 1In an |IP
networ k, the interconnection points could al so represent interworking
poi nts between different types of IP networks, e.g., those with MPLS
and those w thout, and points where network policies can be applied.

R Edge to Edge Enul ated Services ------- >

/ \ S ‘, / \

/ \ . \

AC +----+ +----+ +----+ +----+ AC
---| PE]----- | PE |--------------- | PE|------- | PE |---

| 1] | 2] | 3 | | 4 |
+----+ +----+ +----+ +----+

\ [\ [\ /

\ [\ Cor e ‘ \ /

Access 1 oL Access 2

Figure 2: Miulti-Domain Network Mde

A simlar nodel can also be applied to inter-provider services, where
a single PWspans a nunber of separate provider networks in order to
connect ACs residing on PEs in disparate provider networks. In this
case, each provider will typically maintain their own PE at the
border of their network in order to apply policies such as security
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and Quality of Service (QS) to PW entering their network. Thus,
t he connection between the domains will normally be a Iink between
two PEs on the border of each provider’s network.

Consi der the application of this nodel to PW. PW use tunneling
mechani snms such as MPLS to enable the underlying PSN to enul ate
characteristics of the native service. One solution to the multi-
domai n network nodel above is to extend PSN tunnel s edge-to-edge
between all of the PEs in access donmain 1 and all of the PEs in
access domain 2, but this requires a |large nunber of PSN tunnels, as
descri bed above, and al so exposes the access and the core of the
network to undesirable conplexity. An alternative is to constrain
the conplexity to the network donmain interconnection points (PE2 and
PE3 in the exanpl e above). Pseudow res between PEl and PE4 woul d
then be switched between PSN tunnels at the interconnection points,
enabling PW from many PEs in the access donains to be aggregated
across only a few PSN tunnels in the core of the network. PEs in the
access donmains would only need to nmintain direct signaling sessions
and PSN tunnels, with other PEs in their own donain, thus mninzing
conpl exity of the access domai ns.

1.2. Non-Goals of This Docunent
The following are non-goals for this docunent:
0 The on-the-wire specification of PWencapsul ati ons.

0 The detail ed specification of nmechanisns for establishing and
mai nt ai ni ng nul ti-segnment pseudow res.

1.3. Termnol ogy

The termi nol ogy specified in RFC 3985 [1] and RFC 4026 [2] applies.
In addition, we define the follow ng terns:

o PWTerm nating Provider Edge (T-PE). A PE where the custoner-
facing attachnment circuits (ACs) are bound to a PWforwarder. A
termnating PE is present in the first and |last segments of an M-
PW This incorporates the functionality of a PE as defined in RFC
3985.

0 Singl e-Segnent Pseudowire (SS-PW. A PWset up directly between

two T-PE devices. The PWIabel is unchanged between the
originating and term nating T-PEs.
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o Multi-Segnment Pseudowire (M5-PW. A static or dynamically
configured set of two or nore contiguous PWsegnents that behave
and function as a single point-to-point PW Each end of an Ms-PW
by definition, ternm nates on a T-PE

o0 PWSegnent. A part of a single-segnent or nulti-segnment PW which
traverses one PSN tunnel in each direction between two PE devi ces,
T-PEs, and/or S-PEs (switching PE).

0 PWSwitching Provider Edge (S-PE). A PE capable of switching the
control and data planes of the precedi ng and succeedi ng PWsegnents
in an M5-PW The S-PE term nates the PSN tunnels of the preceding
and succeedi ng segnents of the M5S-PW It therefore includes a PW
switching point for an M5-PW A PWswi tching point is never the
S-PE and the T-PE for the same M5-PW A PWswitching point runs
necessary protocols to set up and manage PWsegnents with ot her PW
switching points and terminating PES. An S-PE can exi st anywhere a
PW nust be processed or policy applied. It is therefore not
limted to the edge of a provider network.

Note that it was originally anticipated that S-PEs would only be
depl oyed at the edge of a provider network where they would be used
to switch the PW of different service providers. However, as the
desi gn of MS-PW progressed, other applications for Ms-PWwere
recogni zed. By this tine S-PE had becone the accepted termfor the
equi pment, even though they were no | onger universally deployed at
t he provider edge.

o PWSwi tching. The process of switching the control and data pl anes
of the precedi ng and succeedi ng PWsegnents in a M5-PW

o PWSwitching Point. The reference point in an S-PE where the
swi tching takes place, e.g., where PWIabel swap is executed.

o Eligible SPEor T-PE. An eligible S-PE or T-PE is a PE that neets
the security and privacy requirenents of the M5-PW according to
the network operator’s policy.

o Trusted S-PE or T-PE. A trusted S-PE or T-PE is a PE that is
understood to be eligible by its next-hop S-PE or T-PE, while a
trust relationship exists between two S-PEs or T-PEs if they
nmut ual Iy consi der each other to be eligible.
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2. Applicability

An M5-PWis a single PWthat, for technical or administrative
reasons, is segnented into a nunber of concatenated hops. Fromthe
perspective of a Layer 2 Virtual Private Network (L2VPN), an M5-PWis
i ndi stinguishable froman SS-PW Thus, the follow ng are equival ent
fromthe perspective of the T-PE

+----+ +----+
L S R +TPE2|
+----+ +----+
IR [ e >|
+----+ +---+ +---+ +----+
| TPEL+-------------- +SPE+----------- +SPE+- - - - - m e e o - +TPE2|
+----+ +---+ +---+ +----+

Fi gure 3: Ms-PW Equi val ence

Al t hough an MsS-PW may require services such as node discovery and
path signaling to construct the PW it should not be confused with an
L2VPN system which also requires these services. A Virtual Private
Wre Service (VPW5) connects its endpoints via a set of PWs. Ms-PW
is a nechanismthat abstracts the construction of conplex PW from
the construction of a L2VPN. Thus, a T-PE m ght be an edge device
optimzed for sinplicity and an S-PE might be an aggregati on device
designed to absorb the conplexity of continuing the PWacross the
core of one or nore service provider networks to another T-PE | ocated
at the edge of the network.

As well as supporting traditional L2VPNs, an Ms-PWis applicable to
providing connectivity across a transport network based on packet

swi tching technol ogy, e.g., the MPLS Transport Profile (MPLS-TP) [6],
[8]. Such a network uses pseudowires to support the transport and
aggregation of all services. This application requires determnistic
characteristics and behavior fromthe network. The operational

requi renents of such networks may need pseudow re segnments that can
be established and naintained in the absence of a control plane, and
may al so need the operational independence of PW naintenance fromthe
under | yi ng PSN.

3. Protocol Layering Mdel
The protocol |ayering nodel specified in RFC 3985 applies to M5 PW
with the following clarification: the pseudowi res may be consi dered

to be a separate layer to the PSN tunnel. That is, although a PW
segment will follow the path of the PSN tunnel between S-PEs, the
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Ms- PWi s i ndependent of the PSN tunnel routing, operations,
signaling, and mai ntenance. The design of PWrouting domains should
not inply that the underlying PSN routing domains are the sane.
However, MS-PW will reuse the protocols of the PSN and may, if
applicable, use information that is extracted fromthe PSN, e.g.
reachability.

3.1. Domain of MS-PW Solutions
PWs provide the Encapsul ation Layer, i.e., the nethod of carrying
vari ous payl oad types, and the interface to the PWDenultipl exer
Layer. Qher layers provide the follow ng:
0 PSN tunnel setup, maintenance, and routing

o T-PE discovery

Not all PEs may be capabl e of providing S-PE functionality.
Connectivity to the next-hop S-PE or T-PE nust be provided by a PSN

tunnel, according to [1]. The selection of which set of S-PEs to use
to reach a given T-PE is considered to be within the scope of NM5-PW
sol uti ons.

3.2. Payload Types

Ms- PW are applicable to all PWpayl oad types. Encapsul ations
defined for SS-PW are al so used for Ms-PWw thout change. \Were the
PSN types for each segnment of an M5-PWare identical, the PWtypes of

each segnment nust also be identical. However, if different segnents
run over different PSN types, the encapsul ati on may change but the PW
segrments nust be of an equivalent PWtype, i.e., the S-PE nust not

need to process the PWpayl oad to provide translation

4. Muilti-Segment Pseudow re Reference Mbdel
The pseudowi re enul ati on edge-to-edge (PWE3) reference architecture
for the single-segnent case is shown in [1]. This architecture

applies to the case where a PSN tunnel extends between two edges of a
single PSN domain to transport a PWw th endpoints at these edges.
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Native |[<------ Mul ti-Segnent Pseudowire------ > Native
Service | PSN PSN | Service
(AQ) | | <- Tunnel - >| | <- Tunnel - >| | (AQ)
| Y Y 1 Y Y 2 Y Y
| +----+ +----- + +----+
- | | TPE1| :::::::::::l SPE1 | ::::::::::l TPE2| | -
| [------ [..... PWSeg'tl.... X ...PWSeg' t3..... [------- |
| CE1] | I I I I | | CE2 |
| [------ [..... PWSeg't2....X ... PWSeg't4..... [------- | |
e -+ | | | :::::::::::l | ::::::::::l | | e -+
N L — +o- oo - + L — A
| Provi der Edge 1 A Provi der Edge 2 |
I I I
| o . |
| PW swi t chi ng poi nt |
I I
R Enul ated Service --------------- >|

Fi gure 4: Ms-PW Ref erence Mdel

Figure 4 extends this architecture to show a nulti-segnment case. The
PEs that provide services to CEl and CE2 are Term nating PE1 (T-PEl)
and Term nating PE2 (T-PE2), respectively. A PSN tunnel extends from
T-PE1 to Switching PE1 (S-PE1) across PSN1, and a second PSN tunnel
extends from S-PE1 to T-PE2 across PSN2. PW are used to connect the
attachnent circuits (ACs) attached to PEl to the correspondi ng ACs
attached to T- PE2.

Each PWsegnent on the tunnel across PSNL is switched to a PW segnent
in the tunnel across PSN2 at S-PEl to conplete the nulti-segnment PW
(Ms-PW between T-PE1 and T-PE2. S-PE1 is therefore the PWswitching
point. PWsegnment 1 and PWsegnent 3 are segnments of the sane Ms-PW
whil e PWsegnment 2 and PWsegnent 4 are segnents of another Ns-PW
PWsegnments of the sane M5-PW (e.g., PWsegnment 1 and PW segnent 3)
must be of equivalent PWtypes, as described in Section 3.2, while
PSN tunnels (e.g., PSN1 and PSN2) nay be of the sanme or different PSN
types. An S-PE switches an M5-PWfrom one segnent to another based
on the PWdenultiplexer, i.e., a PWIlabel that may take one of the
forms defined in Section 5.4.1 of RFC 3985 [1].

Note that although Figure 4 only shows a single S-PE, a PWnay
transit nore than one S-PE along its path. This architecture is
appl i cabl e when the S-PEs are statically chosen, or when they are
chosen using a dynanmi c pat h-sel ection nechanism Both directions of
an M5-PWnust traverse the sanme set of S-PEs on a reciprocal path.
Note that although the S-PE path is therefore reciprocal, the path
taken by the PSN tunnels between the T-PEs and S-PEs night not be
reci procal due to choices nmade by the PSN routing protocol.
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4.1. Intra-Provider Connectivity Architecture

There is a requirement to deploy PW edge-to-edge in |arge service
provi der networks (RFC 5254 [5]). Such networks typically enconpass
hundreds or thousands of aggregation devices at the edge, each of
which would be a PE. These networks nay be partitioned into separate
metro and core PWdonains, where the PEs are interconnected by a
sparse nesh of tunnels.

Whet her or not the network is partitioned into separate PWdonains,
there is also a requirenent to support a partial nmesh of traffic-
engi neered PSN tunnels.

The architecture shown in Figure 4 can be used to support such cases.
PSN1 and PSN2 may be in different admi nistrative domai ns or access
regi ons, core regions, or netro regions within the sanme provider’s
network. PSN1 and PSN2 may al so be of different types. For exanple,
S-PEs may be used to connect PWsegnents traversing netro networks of
one technol ogy, e.g., statically allocated |abels, with segnents
traversing an MPLS core network

Alternatively, T-PEl, S-PE1, and T-PE2 may reside at the edges of the
same PSN.

4.1.1. Intra-Provider Switching Using ACs

In this nodel, the PWreverts to the native service AC at the donain
boundary PE. This ACis then connected to a separate PWon the sane
PE. In this case, the reference nodels of RFC 3985 apply to each
segment and to the PEs. The renmining PE architectura
considerations in this docunent do not apply to this case.

4.1.2. Intra-Provider Switching Using PW

In this nodel, PWsegnents are sw tched between PSN tunnels that span
portions of a provider’s network, without reverting to the native
service at the boundary. For exanple, in Figure 4, PSN1 and PSN2
woul d be portions of the same provider’s network.

4.2. Inter-Provider Connectivity Architecture

Inter-provider PW may need to be swi tched between PSN tunnels at the
provi der boundary in order to mnimze the nunber of tunnels required
to provide PWbased services to CEs attached to each provider’s
network. In addition, the followi ng may need to be inplenented on a
per- PWbasis at the provider boundary:
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0 Qperations, Admnistration, and Mai ntenance (OAM. Note that
this is synonynous with ' Operations and Mai ntenance’ referred to
in RFC 5254 [5].

0 Aut hentication, Authorization, and Accounting (AAA)
0 Security nmechanisns

Further security-related architectural considerations are described
in Section 12.

4.2.1. Inter-Provider Switching Using ACs

In this nodel, the PWreverts to the native service at the provider
boundary PE. This ACis then connected to a separate PWat the peer
provi der boundary PE. In this case, the reference nodels of RFC 3985
apply to each segnent and to the PEs. This is simlar to the case in
Section 4.1.1, except that additional security and policy enforcenent
measures will be required. The renmining PE architectura
considerations in this docunent do not apply to this case.

4.2.2. Inter-Provider Switching Using PW

In this nodel, PWsegnents are sw tched between PSN tunnels in each
provider’s network, without reverting to the native service at the
boundary. This architecture is shown in Figure 5. Here, S-PEl1 and
S-PE2 are provider border routers. PWsegnment 1 is switched to PW
segment 2 at S-PEl. PWsegnent 2 is then carried across an inter-
provider PSN tunnel to S-PE2, where it is switched to PWsegnent 3 in
PSN2.
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| <------ Mul ti-Segnent Pseudowire------ >|
| Provi der Provi der |
AC | [ <----1---->] [ <----2--->] | AC
| \Y \Y \Y \Y \Y V|
| +----+ +-- - - - + +----+ +----+
- oo -+ | | |:::::| |:::::| |:::::| | | - oo -+
| [-------]...... PW.... X ...PW.... X..PW......|]------- |
| CE1| | | | Seg 1 | Seg 2| | Seg 3| || | CE2 |
Foo -+ | | =—==== =—==== =—==== | | Foo -+
A +--- -+ +----- + +--- -+ +--- -+ N
| T- PE1 S- PE1 S- PE2 T- PE2 |
| " " |
| T |
| PW swi t chi ng points |
| |
| _ |
I Enul ated Service --------------- >|

Figure 5: Inter-Provider Reference Model

5. PE Reference Mdel

5.1. Pseudowi re Pre-Processing
Pseudowi re pre-processing is applied in the T-PEs as specified in RFC
3985. Processing at the S-PEs is specified in the follow ng
secti ons.

5.1.1. Forwarding
Each forwarder in the S-PE forwards packets from one PWsegment on
the ingress PSN-facing interface of the S-PE to one PWsegnent on the
egress PSN-facing interface of the S-PE
The forwarder selects the egress segnent PWbased on the ingress PW
| abel . The mapping of ingress to egress PWIlabel nmay be statically

or dynanmically configured. Figure 6 shows how a single forwarder is
associ ated with each PWsegnent at the S PE.
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N +
| S- PE Device |
I hhreeE——. +
I ngress | | | | Egress
PWi nst ance | Singl e | | Singl e | PWInstance
<==========>X PW I nstance + Forwarder + PWInstance X<==========>
| | | |
e +
Figure 6: Point-to-Point Service
G her mappi ngs of PWto-forwarder are for further study.
5.1.2. Native Service Processing
There is no native service processing in the S-PEs.
6. Protocol Stack Reference Mdel
Figure 7 illustrates the protocol stack reference nodel for nulti-
segnent PWs.
S + S +
| Enulated | | Enulated |
| Service | | Service |
| (e.g., ATM | <======= Emul ated Service =======>|(e.g., ATM|
T + T +
| Payl oad | | Payl oad |
| Encap. | <=== Mul ti-segnent Pseudowi re ===>| Encap. |
S + Fom e oo - + S +
| PWDermux | <PW Segrent >| PW Denux| <PW Segnent >| PW Denux |
N + N + N +
| PSN Tunnel, | <PSN Tunnel > PSN | <PSN Tunnel >| PSN Tunnel , |
| PSN & PHY | | Physi cal | | PSN & PHY |
| Layers | | Layers | | Layers |
E + Fom e oo - + L L +
L | |
| / \ \ |
t==========/ PSN \ === PSN \ ======+
\ domain 1 / \ domain 2 /
\ / \ /

Figure 7: Milti-Segment PW Protocol Stack
The MS-PW provides the CE with an enul ated physical or virtual

connection to its peer at the far end. Native service PDUs fromthe
CE are passed through an Encapsul ati on Layer and a PWdenul tipl exer
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is added at the sending T-PE. The PDU is sent over PSN donmin via
the PSN transport tunnel. The receiving S-PE swaps the existing PW
demul ti pl exer for the demultipl exer of the next segnent and then
sends the PDU over transport tunnel in PSN2. Were the ingress and
egress PSN domains of the S-PE are of the same type, e.g., they are
both MPLS PSNs, a sinple |abel swap operation is perforned, as
described in Section 3.13 of RFC 3031 [3]. However, where the

i ngress and egress PSNs are of different types, e.g., MPLS and
L2TPv3, the ingress PWdemrultiplexer is renoved (or popped), and a
mappi ng to the egress PWdernultiplexer is performed and then inserted
(or pushed).

Policies may also be applied to the PWat this point. Exanples of
such policies include adm ssion control, rate control, QS nappi ngs,
and security. The receiving T-PE renoves the PWdenultipl exer and
restores the payload to its native format for transmi ssion to the
destination CE

Where the encapsul ation fornat is different, e.g., MPLS and L2TPv3,
t he payl oad encapsul ati on may be translated at the S-PE

7. Mai nt enance Ref erence Model

Fi gure 8 shows the maintenance reference nodel for multi-segnent
pseudowi r es.
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S LR CE (end-to-end) Signaling ------------ >

<emmmm--- MS- PW T- PE Mai nt enance ----- >|
<---PWSeg't-->| |<--PWSeg't---> |
Mai nt enance | Mai nt enance |

||

||

|

PSN PSN
| | <-Tunnel1->| | | |<-Tunnel 2->| |
V VVSignaling VVVYVSignhaling VV V
\Y; P R + P \Y;
o m e -+ | TPE]_l :::::::::::l SPE1 | :::::::::::l TPE2| o m e -+
| [------- [...... PWSeg'tl....X ...PWSeg't3...... [------ | |
| CE1] | | | | | | | CE2 |
| [------- [ ... .. PWSeg't2.... X ...PWSeg' t4...... [------ | |
Foo -+ | | :::::::::::l | :::::::::::l | Foo -+
n Pp—— S + Pp—— n
Term nati ng A Term nati ng
Provi der Edge 1 | Provi der Edge 2

|
. . |
PW swi t chi ng poi nt |
I
S Emul ated Service ------------------- >|

Fi gure 8: Ms-PW Mai ntenance Reference Model

RFC 3985 specifies the use of CE (end-to-end) and PSN tunnel
signaling as well as PWPE mai ntenance. CE and PSN tunnel signaling
is as specified in RFC 3985. However, in the case of M5 PW,
signaling between the PEs now has both an edge-to-edge and a hop- by-
hop context. That is, signaling and nmi ntenance between T-PEs and
S-PEs and between adjacent S-PEs is used to set up, nmmintain, and
tear down the Ms-PWsegnents, which includes the coordination of
paraneters related to each switching point as well as to the Ms-PW
endpoi nt s.

8. PWDenultiplexer Layer and PSN Requirenents
8.1. Miltiplexing

The purpose of the PWDenultiplexer Layer at the SSPEis to

demul tiplex PW fromingress PSN tunnels and to nultiplex theminto
egress PSN tunnels. Although each PWnay contain multiple native
service circuits, e.g., multiple ATMvirtual circuits (VCs), the
S-PEs do not have visibility of, and hence do not change, this |evel
of multiplexing because they contain no Native Service Processor
(NSP) .
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8.2. Fragnentation

9.

9.

If fragmentation is to be used in an M5-PW T-PEs and S-PEs nust
satisfy thenmsel ves that fragnmented PW payl oads can be correctly
reassenbl ed for delivery to the destination attachment circuit.

An S-PE is not required to nake any attenpt to reassenble a
fragmented PW payl oad. However, it nmay choose to do so if, for
exanple, it knows that a downstream PW segnment does not support
reassenbly.

An S-PE may fragnent a PW payl oad using [4].
Control Pl ane
1. Setup and Pl acenent of Ms-PW

For multi-segnent pseudowires, the internmedi ate PWswi tching points
may be statically provisioned or chosen dynami cally.

For the static case, there are two options for exchangi ng the PW
| abel s:

0 By configuration at the T-PEs or S-PEs.

o By signaling across each segnent using a dynani ¢ mai nt enance
pr ot ocol

A mul ti-segnent pseudowire may thus consist of segnents where the
| abel s are statically configured and segnents where the | abels are
si gnal ed.

For the case of dynanic choice of the PWsw tching points, there are
two options for selecting the path of the M- PW

0 T-PEs deternmine the full path of the PWthrough internediate
switching points. This may be either static or based on a dynamc
PW pat h- sel ecti on mechani sm

0o Each T-PE and S-PE nmakes a | ocal decision as to which next-hop S PE
to choose to reach the target T-PE. This choice is nade either
using locally configured information or by using a dynanmc PW
pat h- sel ecti on nechani sm
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9. 2.

9. 3.

10.

Pseudowi re Up/ Down Notification

Since a nmulti-segment PWconsists of a number of concatenated PW
segnments, the emul ated service can only be considered as being up
when all of the constituting PWsegnents and PSN tunnels are
functional and operational along the entire path of the MS-PW

If a native service requires bi-directional connectivity, the
correspondi ng enul ated service can only be signal ed as being up when
the PWsegnments and PSN tunnels (if used), are functional and
operational in both directions.

RFC 3985 describes the architecture of failure and other status
notification mechanisnms for PW. These mechani snms are al so needed in
mul ti-segment pseudowires. In addition, if a failure notification
mechani smis provided for consecutive segnents of the same PW the
S-PE nust propagate such notifications between the consecutive

concat enat ed segnents.

M sconnecti on and Payl oad Type M snatch

M sconnecti on and payl oad type m smatch can occur wth PW.

M sconnection can breach the integrity of the system Payl oad

m smat ch can di srupt the custoner network. 1In both instances, there
are security and operational concerns.

The services of the underlying tunneling nmechanismor the PWcontro
and OAM protocols can be used to ensure that the identity of the PW
next hop is as expected. As part of the PWsetup, a PWTYPE
identifier is exchanged. This is then used by the forwarder and the
NSP of the T-PEs to verify the conpatibility of the ACs. This can
al so be used by S-PEs to ensure that concatenated segnents of a given
M5- PW are conpatible or that an M5-PWis not misconnected into a
local AC. In addition, it is possible to performan end-to-end
connection verification to check the integrity of the PW to verify
the identity of S-PEs and check the correct connectivity at S-PEs,
and to verify the identity of the T-PE

Managenment and Monitoring
The managenent and nonitoring as described in RFC 3985 applies here.
The MS-PWarchitecture introduces additional considerations related
to managenent and nonitoring, which need to be reflected in the

desi gn of maintenance tools and additional nanagement objects for
MB- PV,
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11.

The first is that each S-PE is a new point at which defects may occur
along the path of the PW In order to troubl eshoot MS-PW,
managenent and nonitoring should be able to operate on a subset of
the segnments of an M5-PW as well as edge-to-edge. That is,
connectivity verification nmechani sns should be able to troubl eshoot
and differentiate the connectivity between T-PEs and internedi ate
S-PEs, as well as the connectivity between T-PE and T- PE.

The second is that the set of S-PEs and P-routers along the Ms-PW
path may be | ess optimal than a path between the T-PEs chosen solely
by the underlying PSN routing protocols. This is because the S-PEs
are chosen by the M5-PWpath sel ecti on nechani sm and not by the PSN
routing protocols. Troubl eshooti ng nechani sns shoul d therefore be
provided to verify the set of S-PEs that are traversed by an M5-PWto
reach a T-PE.

Some of the S-PEs and the T-PEs for an M5-PWnmay reside in a
different service provider’s PSN donmain fromthat of the operator who
initiated the establishnent of the M5-PW These situations nmay
necessitate the use of renote nmanagenent of the Ms-PW which is able
to securely operate across provider boundaries.

Congesti on Consi derations

The followi ng congestion considerations apply to M5-PW. These are
in addition to the considerations for PW described in RFC 3985 [1],
[7], and the respective RFCs specifying each PWtype.

The control plane and the data plane fate-share in traditional IP
networks. The inplication of this is that congestion in the data

pl ane can cause degradati on of the operation of the control plane.
Under qui escent operating conditions, it is expected that the network
wi Il be designed to avoid such problems. However, Ms-PW nmechanisns
shoul d al so consi der what happens when congestion does occur, when
the network is stretched beyond its design linits, for exanple,
during unexpected network failure conditions.

Al t hough congestion within a single provider’s network can be
mtigated by suitable engineering of the network so that the traffic
i nposed by PW can never cause congestion in the underlying PSN, a
significant nunber of M5-PW are expected to be deployed for inter-
provider services. In this case, there nay be no way of a provider
who initiates the establishnent of an M5-PWat a T-PE guarant eei ng
that it will not cause congestion in a downstream PSN. A specific
PSN may be able to protect itself fromexcess PWtraffic by policing
all PW at the S-PE at the provider border. However, this may not be
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12.

ef fective when the PSN tunnel across a provider utilizes the transit
servi ces of another provider that cannot distinguish PWtraffic from
ordinary, TCP-controlled IP traffic.

Each segnent of an M5-PWtherefore needs to inplenent congestion
detection and congestion control nechanisns where it is not possible
to explicitly provision sufficient capacity to avoid congestion

In many cases, only the T-PEs may have sufficient information about
each PWto fairly apply congestion control. Therefore, T-PEs need to
be aware of which of their PW are causing congestion in a downstream
PSN and of their native service characteristics, and to apply
congestion control accordingly. S-PEs therefore need to propagate
PSN congestion state information between their downstream and
upstreamdirections. |If the M5-PWtransits many S-PEs, it nmay take
some tinme for congestion state information to propagate fromthe
congested PSN segnent to the source T-PE, thus del aying the
application of congestion control. Congestion control in the S PE at
the border of the congested PSN can enable a nore rapid response and
thus potentially reduce the duration of congestion

In addition to protecting the operation of the underlying PSN

consi stent QoS and traffic engineering nmechani snms shoul d be used on
each segnent of an Ms-PWto support the requirenents of the enul ated
service. The QoS treatnment given to a PWpacket at an S-PE nmay be
derived fromcontext information of the PW(e.g., traffic or QS
paraneters signaled to the S-PE by an Ms-PWcontrol protocol) or from
PSN-specific QoS flags in the PSN tunnel |abel or PWdenultipl exer,
e.g., TC bits in either the | abel switched path (LSP) or PWI abel for
an MPLS PSN or the DS field of the outer |P header for L2TPv3.

Security Considerations

The security considerations described in RFC 3985 [1] apply here.
Detail ed security requirenents for M5-PW are specified in RFC 5254
[5]. This section describes the architectural inplications of those
requirenents.

The security inplications for T-PEs are simlar to those for PEs in
si ngl e- segment pseudowi res. However, S-PEs represent a point in the
networ k where the PWI abel is exposed to additional processing. An
S-PE or T-PE nust trust that the context of the M5-PWis naintained
by a downstream S-PE. OAM tools nust be able to verify the identity
of the far end T-PE to the satisfaction of the network operator

Addi tional consideration needs to be given to the security of the
S-PEs, both at the data plane and the control plane, particularly
when these are dynam cally selected and/or when the M5-PWtransits
the networks of nultiple operators.
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An inmplicit trust relationship exists between the initiator of an

M5- PW the T-PEs, and the S-PEs along the M5-PWs path. That is, the
T-PE trusts the S-PEs to process and switch PW w thout conpronising
the security or privacy of the PWservice. An S-PE should not sel ect
a next-hop S-PE or T-PE unless it knows it would be considered
eligible, as defined in Section 1.3, by the originator of the M5 PW
For dynanically placed Ms-PWs, this can be achieved by allow ng the
T-PE to explicitly specify the path of the M5-PW Wen the M5-PWis
dynanically created by the use of a signaling protocol, an S-PE or

T- PE shoul d deternine the authenticity of the peer entity from which
it receives the request and the conpliance of that request with

policy.

Where an MsS-PWcrosses a border between one provider and anot her

provi der, the Ms-PWsegnent endpoints (S-PEs or T-PEs) or, for the
PSN tunnel, P-routers typically reside on the same nodes as the

Aut ononpbus System Border Router (ASBRs) interconnecting the two
providers. |In either case, an S-PE in one provider is connected to a
limted nunber of trusted T-PEs or S-PEs in the other provider. The
nunber of such trusted T-PEs or S-PEs is bounded and not anti ci pated
to create a scaling issue for the control plane authentication
mechani sns.

Directly interconnecting the S-PEs/T-PEs using a physically secure
I'ink and enabling signaling and routing authentication between the
S-PEs/ T-PEs elininates the possibility of receiving an M5-PW
signal i ng nessage or packet from an untrusted peer. The S-PEs/T-PEs
represent security policy enforcenent points for the M5-PW while the
ASBRs represent security policy enforcenment points for the provider’'s
PSNs. This architecture is illustrated in Figure 9.
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[ <---cmmmm--- MS-PW-----mmmee oo - - - >|
| Provi der Provi der |
AC | [ <----1---->] [ <----2--->] | AC
| \Y \Y \Y \Y \Y Vo
| +----+ +-- - - - + +----+ +----+
- - -+ | | | :::::l | :::::l | :::::l | | - - -+
| [------- [...... PW.... X ...PW.... X..PW......|]------- | |
| CE1| I I | Seg 1 | Seg 2| | Seg 3| || | CE2
+- - -+ | | | :::::l =—==== =—==== | | +- - -+
A +--- -+ +----- + N 4o+ +--- -+ N
| T- PE1 S- PE1 | S- PE2 T- PE2 |
| ASBR | ASBR |
I I I
| Physical ly secure link |
I I
| _ |
I Enul ated Service --------------- >|

Figure 9: Directly Connected Inter-Provider Reference Model

Alternatively, the P-routers for the PSN tunnel may reside on the
ASBRs, while the S-PEs or T-PEs reside behind the ASBRs within each
provider’s network. A limted nunber of trusted inter-provider PSN

tunnel s interconnect the provider networks. This is illustrated in
Fi gure 10.
[<---mmmmmee oo - MB-PW - --mmmmmm e - >|
| Provi der Provi der |
AC | |<ee-ees 1----- > < 2--nnnn > | AC
| V vV Vv vV VvV |
| +---+ . S +--+ -+ +---+
boeek || |====m] | | l===== ] e
| [-----]..... PW... X ...... PW............. PW... X |------ | |
|CEll | | [Seg1 I Seg 2 | |Seg 3 | | |CE2
L s | === ] e
N +-- -+ B S T N e +-- -+ N
T- PE1 S-PE1 ASBR | ASBR S-PE2 T- PE2

I I
I I I
I I I
| Trusted I nter-AS PSN Tunnel |
I I
I I
I I

R T Enul ated Service ----------------- >

Figure 10: Indirectly Connected Inter-Provider Reference Mdel
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13.

14.

14.

14.

Particul ar consideration needs to be given to Quality of Service
requests because the inappropriate use of priority may inpact any
servi ce guarantees given to other PW. Consideration also needs to
be given to the avoi dance of spoofing the PWdenultiplexer.

Where an S-PE provides interconnection between different providers,
security considerations that are simlar to the security
considerations for ASBRs apply. In particular, peer entity

aut henti cati on shoul d be used.

Where an S-PE al so supports T-PE functionality, nechani sns shoul d be
provided to ensure that M5-PW are switched correctly to the
appropriate outgoing PWsegnent, rather than to a local AC. O her
nmechani sns for PWendpoint verification nmay al so be used to confirm
the correct PWconnection prior to enabling the attachment circuits.
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